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The physics program at Lawrence University has introduced sophisticated computational tech-
niques throughout its curriculum. Distinguishing features of the Lawrence approach include a focus
on flexible, general purpose computational packages, application to theory and experiment, extensive
use for preparing reports, and distribution throughout the curriculum. Most importantly, compu-
tation is introduced early enough so that students subsequently use computers independently on
their own initiative. A required sophomore course in computational mechanics provides a uniform
orientation to symbolic and numerical tools, and an elective junior/senior course in computational
physics is offered. Student use of computational resources in independent studies and summer re-
search experiences and positive comments from recent graduates provide evidence of the success and
value of these curricular inclusions.

I. INTRODUCTION

Computers have been used to support the teaching of
physics for at least four decades.1 Until recently most ap-
plications focused on introductory courses, in which stu-
dents typically supply parameters to instructor-written
programs or access web-based resources, although ele-
mentary programming is sometimes included.2 As valu-
able as these applications are, they should no longer con-
stitute the entire exposure of undergraduate physics ma-
jors to computation. Several recent surveys3 on the post-
graduation activities of undergraduate physics majors
support the conclusion that curricula must be modified
to assure that graduates are familiar with the capabili-
ties and limitations of a variety of tools, acquainted with
an assortment of standard algorithms applied in physi-
cal contexts, and skilled in using computers not only for
learning but also for doing physics.

Fortunately, attention is increasingly being paid to
computation in the entire physics curriculum. Numerous
texts focusing on computational physics4 and some aimed
at specific courses but with a computational component5

are available, though each of necessity picks a particular
software package, which constrains its adoption to con-
texts in which the chosen package is used. In the last
several years, a group now calling itself the Partnership
for Computing in Undergraduate Physics6 has embarked
on a systematic attempt to bring together those who have
been striving in isolation to bring computation into the
undergraduate curriculum at all levels.

Several different approaches to introducing computa-
tion beyond the introductory level have been explored.
Some7,8 have increased the flexibility and sophistica-
tion of canned programs, an approach that helps de-
velop physical intuition, but does less than is ultimately
needed to nurture the skills to create original computer-
based solutions. Some9 have added computational exer-
cises as modules in intermediate and advanced courses,
an approach that is complicated by the difficulty of
finding the time to provide instruction on the capabil-
ities of the tools. In particular, this approach risks fo-
cusing only on those resources needed for the specific

exercise so students do not acquire a broad apprecia-
tion of the versatility and scope of computational ap-
proaches. Others10 have introduced single, stand-alone
upper-level computational physics courses that provide
detailed background in computation, but have little im-
pact on the rest of the curriculum and typically are of-
fered late in the undergraduate program, so that students
do not encounter computational approaches early enough
for these approaches to become second-nature by gradu-
ation. Some11 have introduced majors in computational
physics or computational tracks within an otherwise tra-
ditional physics major. A few12 strive to embed comput-
ing throughout the curriculum.

At Lawrence University we have tried during the past
two decades to design a physics curriculum that, with-
out short-changing important topics from the historical
canon, includes opportunities to build skills in the appli-
cation of computation to numerous problems from sev-
eral areas of physics. This paper enumerates the under-
lying convictions that have guided our curricular devel-
opments, sets the context by discussing the structure of
the Lawrence curriculum and its computational compo-
nents, and then describes an intermediate course required
of all sophomore majors and an advanced elective course
available to juniors and seniors.13 Our hope is that those
who seek to incorporate computing into their curricula
but are uncertain about strategies will see aspects of the
Lawrence approach that can be applied or adapted to
their own circumstances.

II. UNDERLYING CONVICTIONS

Practicing physicists routinely do a variety of tasks
that support their activities but are peripheral to their
main objectives. The more important and frequent of
these tasks involve visualizing functions of one, two, and
three variables; solving algebraic equations and ordinary
and partial differential equations; evaluating integrals;
finding roots, eigenvalues, and eigenvectors; acquiring,
displaying graphically, and analyzing data; processing
images; and writing reports and papers. Increasingly,
computational approaches are used to complete these
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tasks. To be able to invoke computational approaches
when appropriate, physicists must be acquainted with
at least one operating system, a versatile text editor,
a spreadsheet program, an array/number processor,14

a computer algebra system,15 a visualization tool,16 a
programming language that supports standard packages
and libraries, a program for circuit simulation,17 a pro-
gram for data acquisition,18 a technical publishing sys-
tem with the capability for easy inclusion of equations
and figures,19 a drawing program for creating publica-
tion quality figures,20 and a presentation program. The
curricula that train these physicists must include an ex-
posure to at least some of these approaches and tools.

Beyond the substance of the approaches introduced,
a curriculum that responds to these convictions must
ensure that students know about the hazards of finite-
precision floating-point arithmetic and other limitations
of computation. In brief, graduates should have the
ability to recognize when a computational approach has
merit, knowledge of an assortment of computational
tools, and the skill and confidence to exploit these tools
wisely and independently.

III. THE DEPARTMENTAL CONTEXT

The Department of Physics at Lawrence University,
a private, coeducational, liberal arts college and mu-
sic conservatory of 1400 students, has five full-time fac-
ulty members and annually graduates an average of ten
physics majors, 50% of whom go directly to graduate pro-
grams in physics or related areas. Each year, full-time
students at Lawrence take three six-unit (3-1/3 semester
hour) courses in each of three ten-week terms. Class pe-
riods are 70 minutes long.

The typical program of a physics major is shown in
Table I. The minimum major is satisfied by the fourteen
courses displayed in italics. Courses flagged with an as-
terisk direct students explicitly to the computer, and in
most cases include instruction in at least one computa-
tional resource. In all the courses, students are free and
are often encouraged to use those resources on their own
initiative. Most graduates will have chosen courses in
physics, mathematics, and computer science beyond the
minimum required for the major, and many will have
elected a senior capstone (research) project.

In the two decades since we adopted the goal of de-
signing a curriculum that reflects the convictions laid out
in Sec. II, we have equipped (and re-equipped) all labo-
ratories with appropriate hardware and software, revised
(and re-revised) our courses, and drafted (and re-drafted)
hundreds of pages of instructional materials, some of
which have been compiled into a book and an associated
solutions manual.21 Our curriculum now introduces first-
year students to on-line data acquisition, the statistical
analysis of data, and least squares fitting; introduces fall-
term sophomores to the simulation of electronic circuits
and computer-based preparation of laboratory reports in

Electronics, winter-term sophomores to symbolic, numer-
ical, and visualization tools in Computational Mechan-
ics, and spring-term sophomores to relaxation methods
for Laplace’s equation in Electromagnetic Theory ; rein-
forces techniques for visualization and the numerical and
symbolic solution of ordinary differential equations, eval-
uation of integrals, and finding eigenvalues and eigenvec-
tors in Quantum Mechanics; expands students’ exposure
to on-line data acquisition, techniques for data analysis
and curve fitting, and use of software for generating re-
ports in Advanced Laboratory ; offers juniors and seniors
Computational Physics; and incorporates computational
approaches alongside traditional approaches in many in-
termediate and advanced courses.

IV. THE FIRST YEAR

Prospective physics majors first encounter computa-
tional approaches in the introductory, calculus-based
courses, whose laboratory is equipped with Windows
computers, a monochrome laser printer, LabPro22 inter-
faces and several Vernier sensors, Spectrum Techniques
units23 for gathering data on radioactive counting rates,
and computer-controlled NanoSurf scanning tunneling
microscopes.24 Exercises assigned in the nine three-hour
laboratory sessions in each term routinely involve auto-
mated data acquisition in several experiments, statistical
data analysis in essentially all experiments, least squares
fitting of linear and parabolic functions in several ex-
periments, and creation and processing of images with
computer-controlled scanning tunneling microscopes. In
the lecture portion of the course, students occasionally
use the laboratory computers to plot theoretical results
or solve ordinary differential equations via Euler and im-
proved Euler methods.

V. THE SOPHOMORE YEAR

A serious introduction to “real” computation occurs in
the sophomore year in which majors take a sequence of
three required courses supported by the Computational
Physics Laboratory, which has nine workstations running
Linux, monochrome and color laser printers, and soft-
ware in nearly all the categories listed in Sec. II. Majors
have 24/7 access to the laboratory.

In Electronics fall-term sophomores construct and
study assorted analog and digital circuits. Early in the
course, students are introduced to Multisim,17 and use
this software to complete homework assignments and to
predict or interpret experimental results. Toward the end
of the term, each student writes a journal-quality article
on one of the experiments. Most use Word for the draft-
ing of this article but some have learned LATEX.19

In Computational Mechanics, which is the central
course in our effort to include computation into our cur-
riculum, winter-term sophomores are introduced to com-
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Year Term I Term II Term III

1 First year studies First year studies elective

elective *Intro Classical Physics *Intro Modern Physics

Calculus I Calculus II Calculus III

2 *Electronics *Computational Mechanics *E & M

Diff Eq/Lin Alg elective elective

elective elective elective

3 *Quantum Physics elective *Advanced Lab

elective elective Physics elective

elective elective elective

4 Capstone Physics elective elective

elective elective elective

elective elective elective

TABLE I: Typical program of a physics major at Lawrence University. Courses in italics are required for a minimum major in
physics. Available physics electives include Thermal Physics, Optics, Advanced Mechanics, Advanced E & M, Mathematical
Methods of Physics, Advanced Modern Physics, Plasma Physics, Solid State Physics, Laser Physics, *Computational Physics,
Tutorials, Independent Studies, and Capstone Projects. Most of the physics electives are offered in alternate years.

putation in a course that devotes about 60% of the time
to traditional topics in intermediate classical mechanics
and about 40% of the time to computation. Because this
course is required of majors, instructors in subsequent
courses can confidently direct students to use computers
when appropriate. Students also use the computational
laboratory on their own initiative, even if individual fac-
ulty members do not make explicit assignments involving
those resources. A fuller description of this course is pre-
sented in Section VII.

In Electricity and Magnetism spring-term sophomores
experience an immediate reinforcement of some of the
topics addressed in Computational Mechanics. Although
the details and the extent of computer use depend on
the instructor, students use the Computational Physics
Laboratory for visualization of problem solutions done by
hand, use symbolic and numerical integration to evaluate
electrostatic potentials and electric and magnetic fields,
solve the Laplace equation using instructor-supplied tem-
plates written in IDL, and review numerical approaches
to trajectory problems.

VI. THE JUNIOR AND SENIOR YEARS

Subsequent theoretical and experimental courses offer
junior and senior majors many opportunities to continue
developing their computational skills and, depending on
the instructor, these courses direct students to the Com-
putational Physics Laboratory for an occasional exercise.
Even in the absence of specific computational assign-
ments, students routinely use visualization techniques on
their own initiative in many upper-level courses. Most se-
nior capstone projects exploit the resources of the Com-
putational Physics Laboratory, at least for visualiza-
tion and preparation of reports (most often with LATEX).
Some recent senior projects, notably those in fluid me-

chanics, musical acoustics, x-ray diffraction, multiphoton
quantum transitions, theoretical explorations of the con-
finement of non-neutral plasmas, and simulation of plan-
etary formation from dust clouds, have made extensive
use of these facilities.

Three upper-level courses make explicit use of the com-
puter. Quantum Mechanics is required of fall-term ju-
niors. Although the extent of computer use depends
on the instructor, students use the computer for visu-
alization of wave functions and scattering coefficients,
symbolic and numerical solutions of eigenvalue problems,
symbolic and numerical determination of the evolution of
Gaussian wave packets, and symbolic and numerical eval-
uation of matrix elements in the context of perturbation
theory, selection rules, and the Stark effect for higher
values of the principal quantum number than are usually
addressed by hand.

Juniors enrolled in the required Advanced Laboratory
find that their computational background supports their
efficient learning about new computational techniques
applicable to experiment. Most of the experiments ex-
ploit visualization software to examine and analyze the
acquired data, LATEX for preparing reports, and presenta-
tion software for talks. The laboratory is equipped with
an assortment of measuring instruments that can output
digital signals. Several experiments involve on-line acqui-
sition of data and ask students to interface the appara-
tus with a computer. Linear, polynomial, and non-linear
least squares fitting is required in many experiments. Oc-
casionally, students use simulations to support the com-
parison of theoretical predictions with experimental re-
sults. LabView18 is slowly finding its way into some of
the experiments.

Computational Physics is an elective course that fo-
cuses on the numerical solution of the wave, diffusion,
and Laplace equations and on the visualization of these
solutions (see Sec. VIII).
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VII. COMPUTATIONAL MECHANICS

The main objective of Computational Mechanics,
which has Introductory Classical Physics and Differen-
tial Equations and Linear Algebra as prerequisites, is
the intertwining of a conventional analytical treatment
of intermediate mechanics with an introduction to sym-
bolic and numerical computation and to visualization.
Computational exercises are drawn mainly from classi-
cal mechanics, but also from classical electromagnetism
and quantum mechanics. To make time for the introduc-
tion of computational topics, Lagrangian mechanics and
rigid-body dynamics were moved from what had been a
traditional intermediate course in classical mechanics to
an already existing alternate-year, junior/senior elective
course on Advanced Mechanics.

The course begins with a tutorial on the workstations
in the Computational Physics Laboratory. In the first
week students also review and extend their introductory
studies of translational and rotational kinematics and dy-
namics, impulse, linear and angular momentum, work,
kinetic energy, moment of inertia, and forces. They spend
the second week in the Computational Physics Labora-
tory becoming acquainted with the general capabilities of
IDL,14 especially for array processing and for visualiza-
tion of scalar functions of one, two, and three variables,
and with Tgif20 for generating drawings. In the third
and fourth weeks, the course discusses the usual problems
in one-dimensional motion via standard analytic tech-
niques, and then extends the definition of potential en-
ergy and conservative forces to three dimensions. In the
fifth and sixth weeks students are introduced to LATEX
and spend several classes on the standard analytic ap-
proaches to the central force problem.

The remainder of the ten-week term includes an ori-
entation to Maple15 for symbolic solution of ordinary
differential equations (ODEs) and for evaluation of inte-
grals. Numerical algorithms for solving ODEs and evalu-
ating integrals are introduced, including their use in IDL.
Many of the problems already discussed analytically pro-
vide examples for this computational component, and ex-
amples involving non-linear and chaotic systems are also
studied.

VIII. COMPUTATIONAL PHYSICS

Computational Physics, the second computational
course, was introduced in the fall of 2004 after several
unsuccessful attempts to incorporate its topics as com-
ponents of other upper-level courses. This junior/senior
elective has Computational Mechanics as a prerequisite
and is an alternate-year offering. It emphasizes prob-
lems involving partial differential equations (PDEs) in
electromagnetic theory, fluid mechanics, heat transfer,
and quantum mechanics, and gives particular attention
to techniques for visualization of the solutions.

The course begins by orienting students, most of whom

have not taken a formal course in programming, to the el-
ements of programming, briefly in pseudocode and then
in Fortran (or C) and IDL. After spending one and
a half class periods deriving the standard second-order
PDEs of mathematical physics (wave equation, diffusion
equation, Laplace equation) and discussing the multitude
of physical contexts in which these equations appear, the
course introduces finite difference methods25 and applies
them to discretize the diffusion and wave equations in the
spatial coordinate(s) but not the temporal coordinate,
yielding a large set of ODEs to be solved simultaneously
subject to appropriate initial and boundary conditions.
Students review the ODE solvers studied in Computa-
tional Mechanics and then move to the Fortran solver
lsode,26 which gives them their first experience writ-
ing driving programs to invoke existing and well-tested
subroutines. They then discretize the Laplace equation,
yielding a possibly large set of algebraic equations to
be solved by an iterative approach, and modify an IDL,
Fortran, or C template to write programs to implement
the standard relaxation algorithm for different bound-
ary conditions. Students next learn about multigrid ap-
proaches and write driving programs to invoke existing
subroutines mud2sp and mud3sp from the Mudpack27

package of Fortran solvers for elliptic PDEs in two and
three dimensions. They then discretize the wave and dif-
fusion equations in all coordinates, and modify templates
or write their own IDL or Fortran (or C) programs to
problems with different initial and boundary conditions.
About 35% of the course is devoted to these topics.

The final topic of the course, to which about 30% of
the time is devoted, addresses finite element methods28

for solving PDEs. For simplicity, the approach is first
applied to ODEs. The development of the technique fo-
cuses on a general second-order, self-adjoint, linear, inho-
mogeneous equation. The overall strategy is given, and
templates for coding in Fortran, C, and IDL are given
for specific equations. Students then modify those tem-
plates to adapt them to other examples. The course then
spends two class periods describing how to use the com-
mercial programs, Marc (a venerable solver of PDEs by
finite element methods) and Mentat29 (a more contem-
porary GUI interface for defining problems, automeshing
the geometry, creating the input file for Marc, and ex-
amining the output produced by Marc.

Beyond the weekly written assignments (which stu-
dents document using LATEX), students complete two
medium-length projects, one using finite difference and
the other using finite element methods. At the end of
the term (35% of the course), each student completes a
final, longer project of his or her choice. For each of these
projects, students prepare an oral presentation (15 min-
utes for the first two projects; 25–30 minutes for the end-
of-term project) and also a paper. Projects have involved
solving Laplace’s equation for electrostatic potentials or
steady-state temperature distributions in various regu-
lar and irregular two-dimensional regions; finding nor-
mal modes of oscillation for two-dimensional membranes
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of various shapes; solving the one-dimensional time-
dependent Schrödinger equation to find reflection and
transmission coefficients for a particle directed at a po-
tential barrier; exploring the stability of finite-difference
approaches to the wave and diffusion equations; and find-
ing electrostatic potentials in various three-dimensional
regions.

IX. SUMMARY AND EVALUATION

The Lawrence approach to incorporating computation
in the undergraduate physics curriculum involves instruc-
tion and exposure at all levels beginning in the first
year. Central to our approach is the inclusion of a fo-
cused introduction to numerical and symbolic computa-
tion and to visualization as a component of a required
sophomore course in intermediate mechanics. Thereafter,
students increase their computational skills, sometimes
through explicit assignments in later courses, including
an elective course in computational physics, and some-
times through their own personal initiative. By gradua-
tion, majors have become familiar with many important
computational techniques and with a variety of tools for
the implementation of those techniques. Further, they
have had practice using publishing packages and presen-
tation tools to communicate their work to a variety of
audiences.

Evidence of the value of the computational compo-
nents in our curriculum is largely anecdotal. Students
who learn in their sophomore year to use computational
resources continue to use those resources confidently and
comfortably on their own in later courses and partic-
ularly in independent studies and summer research ex-
periences (REUs) at Lawrence and elsewhere. Some of
these REUs have been intensively computational, includ-
ing simulation of planetary formation from dust clouds,
and fluid dynamics of upwelling along the Oregon coast;
others have used computation to analyze experimental
data. All have used presentation tools for required oral

reports. A recent student reports that his computational
background was a critical factor in the positive decision
on his application for a summer REU, especially because
he was applying for a position following his sophomore,
not his junior year. Students returning from REUs else-
where and graduates returning from their first few years
in graduate programs express gratitude for the introduc-
tion we have provided and contend that they are more
adept in these areas than many of their peers, who some-
times struggle to live up to the computational expecta-
tions of their programs. One student returning from an
REU reported that she was the only student in her re-
search group who was able to use LATEX in preparing
reports, which her supervisor required all of his students
(undergraduates and graduates alike) to use. Although
the platform and software we use at Lawrence are not al-
ways replicated at subsequent institutions, students find
that they can shift easily, because they need only learn
an alternative syntax.
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21 D. M. Cook, Computation and Problem Solving in Under-

graduate Physics (CPSUP) (Lawrence University Press,
Appleton, WI, 2004); D. M. Cook, Solutions to Selected
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26 The subroutine lsode (the Livermore Solver for ODEs) is a
component of Odepack, which is a large package contain-
ing numerous Fortran solvers for ODEs. This package is
in the public domain. See <www.netlib.org/odepack>.
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