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C H A P T E R  1 8

Cross-Cultural Research
Carol R. Ember, Melvin Ember,  

and Peter N. Peregrine

Cultural anthropology, among other things, is a comparative discipline.  
We who call ourselves cultural anthropologists like to emphasize how customs vary from 
place to place and how they may change over time. Indeed, we delight in the diversity of 
human cultures. Yet many cultural anthropologists are uncomfortable with the idea of 
explicit, systematic, cross-cultural comparison—the subject of this chapter. One reason 
for the discomfort may be our emphasis on fieldwork. We train several years for our 
fieldwork and spend a lot of time in the field. Fieldwork is central to our professional lives 
as well as to the discipline. The usual objective of fieldwork is to discover the details and 
particulars of a single community or culture. Those details remind us that each culture is 
unique, its combination of patterns of behavior and belief like no other.

To compare cultures is not to deny their individual uniqueness. Ethnography tells 
us what is distinctive about a particular culture; cross-cultural comparison tells us 
about what is generally true for some, many, or even all human cultures. To generalize 
across cultures, we build on the particulars of ethnographies to formulate statements 
about the similarities and differences of cultures and what they may be related to. The 
serious epistemological issue is whether it is possible to formulate such general state-
ments in the first place. Cross-culturalists argue that it is.

We focus in this chapter on methods for systematic comparisons across cultures—
comparisons that, we expect, will answer questions about the incidence, distribution, 
and causes of cultural variation (see C. R. Ember and M. Ember 2009 and Special Is-
sue 1991). The methods are familiar—unbiased sampling, repeatable measurements, 
statistical evaluation of results, and the like. The relationship between cross-cultural 
research and ethnography is analogous to that between epidemiology and clinical 
practice in medicine. In ethnographic research and in clinical practice, the focus is on 
the individual case, while in cross-cultural research, as in epidemiology, the focus is  
on populations. Epidemiologists look at the incidence and distribution of diseases 
across populations and try to understand the causes of those diseases, primarily 
through correlational analyses of presumed causes and effects. Similarly, cross-cultural 
researchers are interested in causes and effects of cultural variation across the world or 
across regions of the world.

UNIQUENESS AND COMPARABILITY
To illustrate how things can be unique and comparable at the same time, consider the 
following ethnographic statements about sexuality in three different cultures:
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562   Carol R.  Ember et al.

1.  The Mae Enga in the Western Highlands of Papua New Guinea believe that “copula-
tion is in itself detrimental to male well-being. Men believe that the vital fluid residing 
in a man’s skin makes it sound and handsome, a condition that determines and reflects 
his mental vigor and self-confidence. This fluid also manifests itself as his semen. 
Hence, every ejaculation depletes his vitality, and over-indulgence must dull his mind 
and leave his body permanently exhausted and withered” (Meggitt 1964, 210).

2. “The Nupe men [of Nigeria], certainly, make much of the physically weakening effects 
of sexual intercourse, and teach the younger generation to husband their strength” 
(Nadel 1954, 179).

3. “[T]he milk avoidances of the Nilotes [Shilluk of the Sudan] are dependent on fear of 
contamination associated with the sexual act. . . . Only small boys herd the cattle and 
milk them, for once a boy has reached maturity there is the danger that he may have 
had sexual contact, when if he milked, or handled manure, or even walked among the 
cattle in their pens, he would cause them to become sterile. . . . If a man has had sexual 
relations with his wife or another he is considered unclean and does not drink milk 
until the sun has set the following day” (Seligman and Seligman 1932, 73).

Each statement about male sexuality is unique, but there are also similarities in these 
statements that suggest a continuum—a variation in the degree to which males in a 
society believe that heterosexual sex is harmful to their health. Enga and Nupe males 
apparently think that heterosexual sex is harmful to them. Shilluk males think that het-
erosexual sex would cause harm to their cattle and seemingly to cows’ milk. The Shilluk 
statements are not clearly about harm to men’s own health. But if we ask “Do people 
believe that male heterosexuality (even with legitimate partners) brings some harm or 
danger?” we would have to say that all three of the cultures mentioned had such a belief.

The important point here is that similarities cannot be seen or recognized until we 
think in terms of variables, qualities or quantities that vary along a specified dimension. 
There is no right or wrong conceptualization of variables; researchers may choose to 
focus on any aspect of variation. But once researchers perceive and specify similarity, 
they can perceive and recognize difference. Measurement—deciding how one case dif-
fers from another in terms of some scale—is but a short conceptual step away.

Consider now the following ethnographic statements:

4. For the Cuna of Panama, “the sexual impulse is regarded as needing relief, particularly 
for males, and as an expression of one’s niga, a supernatural attribute manifested in 
potency and strength. On the other hand it is considered debilitating to have sexual 
relations too often, for this will weaken one’s niga” (Stout 1947, 39).

5. And in regard to the Bedouin of Kuwait, “It [sexual intercourse] is the one great plea-
sure common to rich and poor alike, and the one moment of forgetfulness in his daily 
round of troubles and hardships that Badawin [Bedouin] or townsmen can enjoy. Men 
and women equally love the act, which is said to keep a man young, “just like riding a 
mare” (Dickson 1951, 162).

The Bedouin beliefs contrast most sharply with the beliefs in the other cultures, 
because heterosexual intercourse appears to be viewed by them as purely pleasur-
able, with no negative associations. The Cuna seem to be somewhere in the middle. 
While they view sex as important, they appear to believe that too much is not good. 
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18: Cross-Cultural Research   563

The variable “degree of men’s fear of sex with women” can be conceptualized as a 
continuum with gradations.

In a cross-cultural study of this variable, the first author identified four scale points: 
Societies with mostly negative statements (in the ethnography) about heterosexuality 
were considered high on men’s fear of sex with women; societies with more or less an 
equal number of negative and positive statements were considered ambivalent; those 
with mostly positive statements were considered relatively low on men’s fear of sex with 
women; and those with only positive statements were considered as lacking men’s fear 
of sex with women. While the variable as operationally defined does not capture every-
thing in a culture’s beliefs about heterosexuality, it does capture some distinguishable 
similarities and differences across cultures (C. R. Ember 1978a).

These examples show that if we focus on a specified aspect or dimension of the 
variation, similarities and differences become apparent. Framing meaningful and an-
swerable questions, and identifying useful dimensions to do so, is an art. To be mean-
ingful, a question should have some theoretical (generally explanatory) importance. 
To be answerable, the question should be phrased in a way that allows us to get to an 
answer on the basis of research. In cross-cultural research, as in most social science 
research, framing the question (often in a single sentence) is half the battle. Once we 
frame a question in answerable terms, it is not hard to decide how to go about seek-
ing an answer. And we do not have to limit ourselves to one possible answer; often 
cross-cultural research involves testing several, not necessarily alternative, answers 
to the question at issue.

FRAMING THE RESEARCH QUESTION: THE KINDS OF QUESTIONS ASKED
There are at least four kinds of questions we can ask in cross-cultural research:

1.  Descriptive/statistical questions. These deal with the prevalence or frequency of a trait. 
How common is the belief that sex is dangerous to one’s health? What proportion of 
societies have it? How common is polygyny in the world’s societies?

2. Questions about causes of a trait or custom. Examples are: Why do some societies 
have the belief that heterosexual sex is harmful? Why do some societies insist on mo-
nogamous marriage, whereas most allow polygyny (multiple wives)? Why is war very 
frequent in some societies and less frequent in others?

3. Questions about the consequences or effects of a particular trait or custom. This kind 
of question may be phrased broadly: What are the effects of growing up in a society 
with a great deal of war? Or a consequence question may be phrased much more spe-
cifically: What is the effect of polygyny on fertility?

4. Questions that are nondirective and relational. Rather than theorizing about causes or 
consequences, a researcher may simply ask if a particular aspect of culture is associated 
with some other aspects. Is there a relationship between type of marriage and level of 
fertility? Is more war associated with more socialization for aggression in children? No 
causal direction is specified beforehand with a nondirective relational question.

Of the four types of questions, the descriptive/statistical type is the easiest to address 
because it tells the researcher what to count in a representative sample of societies. 
To estimate the frequency of monogamy versus polygyny, we need to establish what 
each society allows and make a count of each kind of society. The consequence and  
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564   Carol R.  Ember et al.

relational questions usually specify a set of concrete things to look at. If you want to 
know whether type of marriage has an effect on or is related to fertility, then you know 
you need to measure both variables (type of marriage and fertility).

Open-ended causal (and consequential) questions are the most challenging. The 
only thing specified in the in the open-ended causal question is the dependent vari-
able (the variable to be explained); the only thing specified in the open-ended con-
sequential question is the independent variable (the variable that may have effects). 
Exactly which variables may be causes or effects is something the investigator has to 
decide on, often as suggested by some theory. Like a detective who theorizes about 
suspects and their motives and opportunities, the pursuit of causes involves testing 
alternative explanations or theories that specify why something is the way it is or how 
it came to be that way. In science, theories in the literature are usually starting points, 
but new theories can also be tested.

The basic assumption of cross-cultural research is that comparison is possible 
because repeated patterns can be identified. Cross-culturalists believe that all general-
izations about culture require testing, no matter how plausible we may think they are. 
This applies to descriptive generalizations presumed to be true (e.g., the presumption 
that hunter–gatherers are typically peaceful) as well as to presumed relationships or 
associations (e.g., the presumption that hunting is more likely to be associated with 
patrilocality). As it turns out, neither presumption is generally true of hunter–gatherers  
(C. R. Ember 1975, 1978b). It is necessary to test all presumed generalizations or 
relationships because they may be wrong, and we are entitled (even obliged) to be 
skeptical about any one that has not been tested and supported by an appropriate 
statistical test.

Cross-culturalists do not believe that cross-cultural research is the only way to 
test theory about cultural variation. However, such research is viewed as one of the 
important ways to test theory, if only because cross-cultural research (if it involves 
a worldwide sample of cases) provides the most generalizable results of any kind of 
social scientific research. Most cross-culturalists believe in the multi-method approach 
to testing theory; that is, they believe that worldwide cross-cultural tests should be 
supplemented (when possible and not impossibly costly) by studying variation in one 
or more particular field sites (comparisons of individuals, households, communities) 
as well as within particular regions (e.g., North America, Southeast Asia); theories may 
also be testable using historical data, experiments, and computer simulations.

Before we discuss the advantages and disadvantages of the various kinds of com-
parative and cross-cultural research, here is a little historical background.

HISTORY OF CROSS-CULTURAL RESEARCH
The first cross-cultural study was published in 1889 by Edward B. Tylor. In that study, 
Tylor attempted to relate marital residence and the reckoning of kinship to other 
customs, such as joking and avoidance relationships. But perhaps because of Francis 
Galton’s objection to Tylor’s presentation—see the “Discussion” section at the end 
of Tylor’s paper—little cross-cultural research was done for the next 40 years. (We’ll 
discuss what has come to be called “Galton’s Problem” later.) Cross-cultural research 
started to become more popular in the 1930s and 1940s, at the Institute of Human Re-
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lations at Yale. The person who led this rebirth was anthropologist George Peter Mur-
dock (1897–1985). Murdock had obtained his Ph.D. at Yale in a combined sociology/
anthropology department that called itself the “Science of Society” (its comparative 
perspective was established by its founder, William Graham Sumner).

Perhaps the major boost to cross-cultural studies was the Yale group’s develop-
ment of an organized collection of ethnographic information (first called the “Cross- 
Cultural Survey,” the precursor of the Human Relations Area Files) that scholars could 
use to compare the cultures of the world. In the early part of the twentieth century, 
Sumner had compiled voluminous materials on peoples throughout the world, but 
his compilation was limited to subjects in which he was personally interested. Later, at 
the Institute of Human Relations, the group of social and behavioral scientists led by 
Murdock (including psychologists, physiologists, sociologists, and anthropologists) set 
out to improve on Sumner’s work by developing the Cross-Cultural Survey. The aim 
was to foster comparative research on humans in all their variety so that explanations 
of human behavior would not be culture bound.

The first step was to develop a classification system that would organize the descrip-
tive information on different cultures. This category system became the Outline of 
Cultural Materials (Murdock et al. 2008). The next step was to select well-described 
cases and to index the ethnography on them, paragraph by paragraph, sometimes even 
sentence by sentence, for the subject matters covered on a page. As the aim was to file 
information by subject category to facilitate comparison, and since a page usually con-
tained more than one type of information, the extracts of ethnographic information 
were typed using carbon paper to make the number of copies needed (corresponding 
to the number of topics covered); carbon paper was used because the Cross-Cultural 
Survey antedated photocopying.

In 1946, the Cross-Cultural Survey directorship was turned over to Clellan S. Ford, 
who undertook to transform it into a consortium of universities. In 1949, first five then 
eight universities joined together to sponsor a not-for-profit consortium called the 
Human Relations Area Files, Incorporated (HRAF), with headquarters in New Haven, 
Connecticut. Over the years, the HRAF consortium added member institutions, and 
more and more cultures were added to the HRAF collection. In the early days, mem-
ber institutions received the annual installments of information on xeroxed sheets of 
paper. Later, the preferred media became microfiche. Since 1994, the only media have 
been electronic, first CD-ROM and now online (titled eHRAF World Cultures [http://
ehrafworldcultures.yale.edu]). Technological changes have allowed the full-text HRAF 
Collection of Ethnography to become more and more accessible and more and more 
efficiently searchable. New cases are added each year. Today, when old cases are added 
to the electronic HRAF, they are updated if possible. (For more information on the 
evolution of HRAF, see M. Ember 1997.)

The accessibility that HRAF provides to indexed ethnographic information has un-
doubtedly increased the number of cross-cultural studies. Considering just worldwide 
comparisons (the most common type of cross-cultural study), in the years between 
1889 and 1947 there were only 10 worldwide cross-cultural studies. In the following 
20, years there were 127. And in the next 20 years (ending in 1987), there were 440 (C. 
R. Ember and Levinson 1991, 138). At present, there are probably 1,000 worldwide 
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566   Carol R.  Ember et al.

cross-cultural studies in the published literature. (HRAF is compiling a bibliography 
of cross-cultural studies; this number is just an estimate.)

TYPES OF CROSS-CULTURAL COMPARISON
Cross-cultural comparisons vary along four dimensions: (1) geographical scope of 
the comparison—whether the sample is worldwide or is limited to a geographic area 
(e.g., a region such as North America); (2) size of the sample—two-case comparisons, 
small-scale comparisons (fewer than 10 cases), and larger comparisons; (3) whether 
the data used are primary (collected by the investigator in various field sites explicitly 
for the comparison) or secondary (collected by others and found by the investigator in 
ethnographies, censuses, and histories); and (4) whether the data on a given case per-
tain to (or date from) just one time period (a synchronic comparison of cases) or two or 
more time periods (a diachronic comparison). Although all combinations of the four 
dimensions are technically possible, some combinations are quite rare. Worldwide 
cross-cultural comparisons using secondary synchronic data (one “ethnographic pres-
ent” for each case) are the most common in anthropology.

Comparative research is not just done in anthropology. Worldwide studies us-
ing ethnographic data are increasingly done by evolutionary biologists, sociologists, 
political scientists, and others. Cross-cultural psychologists often compare people in 
different cultures. And various kinds of social scientists compare across nations. The 
cross-national comparison is narrower than the worldwide cross-cultural comparison 
because the results of a cross-national comparison are generalizable only to a limited 
range of cross-cultural variation—that which encompasses only the complex societies 
(usually multicultural nation-states) of recent times. The results of a cross-cultural 
study are generalizable to all types of society, from hunter–gatherers—with popula-
tions in the hundreds or a few thousand—to agrarian state societies with populations in 
the millions—to modern nation-states—with populations in the hundreds of millions.1

Cross-national research differs from cross-cultural research in ways other than 
generalizability. Economists, sociologists, and political scientists usually use secondary 
data when they study samples of nations, but the data are not generally ethnographic. 
That is, the measures used are not based on cultural information collected by anthro-
pologists or other investigators in the field. Rather, the data used in cross-national 
comparisons are generally based on censuses and other nationally collected statistics 
(crime rates, gross national product, etc.), often documented over time. Cross-cultural 
psychologists are most likely to collect their own (primary) data, but their comparisons 
tend to be the most limited; very often only two or a few cultures are compared.

Cross-historical studies are still comparatively rare in anthropology (but see Naroll 
et al. 1974; Peregrine 2001; Peregrine et al. 2004). Few worldwide or even within-region 
cross-cultural studies have employed data on a given case for more than one time pe-
riod. But, as noted, some cross-national studies have been cross-historical studies as 
well, and cross-historical studies using archaeological data are becoming increasingly 
common (see, e.g., Peregrine 2003; the papers in M. E. Smith 2012). Both cross-national 
and archaeologically based cross-historical studies can be undertaken by scholars in a 
wide variety of disciplines (e.g., sociology, history, political science) because there are 
accessible historical databases. Since primary data are so hard and expensive to collect, it 
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is hardly surprising that primary comparisons are likely to be small in scale. If you have 
to collect your data by yourself, going to several places to do so takes a lot of time and 
money. Large-scale comparisons, which almost always rely on secondary data (collected 
or assembled previously by others), are generally much less expensive.

Let us turn now to the advantages and disadvantages of the different types of cross-
cultural comparison. Our discussion compares the different types with particular 
regard to theory formulation and theory testing. (Cross-cultural research may also be 
done to establish the incidence or relative frequency of something.)

Advantages and Disadvantages of the Different Types of Comparison
Worldwide cross-cultural comparisons have two major advantages, compared with 

other types of comparative research (M. Ember 1991). The major one, as already noted, 
is that the statistical conclusions drawn from a worldwide comparison of all types of 
society are probably applicable to the entire ethnographic record, assuming that the 
sample is more or less free of bias. (See the section on Sampling, below.) This contrasts 
with results of a within-region comparison, which may or may not be applicable to 
other regions. And it contrasts with results of a cross-national comparison, which may 
or may not be applicable to the ethnographic record. The worldwide type of cross-
cultural comparison, then, has a better chance than other types of coming close to the 
goal of knowing that a finding or an observed relationship has nearly universal validity, 
consistent with the general scientific goal of more and more comprehensive explana-
tions. (Most cross-cultural studies undersample modern industrial societies, but this 
deficiency will decrease as the ethnographic record increasingly includes the results of 
ethnographic field studies in industrial countries.)

The other advantage of worldwide cross-cultural comparison is that it maximizes 
the amount or range of variation in the variables investigated. This may make the dif-
ference between a useful and a useless study. Without variation, it’s impossible to see 
a relationship between variables. Even if there’s some variation, it may be at just one 
end of the spectrum of variation. We may think the relationship is positive or negative, 
because that is all we can observe in one region or in one type of society, but the rela-
tionship may be curvilinear in the world, as John Whiting (1954, 524–25) noted. This 
is what occurs when we plot socioeconomic inequality against level of economic devel-
opment. There is little socioeconomic inequality in hunter–gatherer societies; there is 
a lot of inequality in premodern agrarian societies; and inequality is lower again—but 
hardly absent—in modern industrial societies (M. Ember et al. 1997).

If we only looked at industrial societies, it would appear that more equality goes 
with higher levels of economic development. But if we only looked just at preindus-
trial societies, it would appear that more equality goes with lower levels of economic 
development. Thus, to be sure about the nature or shape of a relationship, we have to 
conduct a worldwide cross-cultural comparison because that shows the maximum 
range of variation and is the most reliable way to discover the existence and nature of 
relationships between or among variables pertaining to humans.

When a researcher compares many societies from different parts of the world, she or 
he is unlikely to know much about each one. If a tested explanation turns out to be sup-
ported, the lack of detailed knowledge about the sample cases isn’t much of a problem. 
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568   Carol R.  Ember et al.

However, if the cross-cultural test is disconfirming, it may be difficult to come up with 
an alternative explanation without knowing more about the particular cases. More 
familiarity with the cases may help in formulating a revised or new theory that could 
be tested and supported (Johnson 1991).

Narrowing the scope of a comparative study to a single region may mean that you 
can know more about the cases and therefore may be more likely to come up with a re-
vised theory if your first tests are unsuccessful. Restricting the study to a region doesn’t 
allow you to discover that the results of the comparison apply to the whole world. 
(See Burton and White [1991] for more discussion of regional comparisons.) Even a 
regional comparativist may not know all the cases in the region; that depends mostly 
on the size of the region. If the region is as large as North America, the comparativist is 
likely to know less about the cases than if the region studied is the American Southwest. 
And if you need to look at a sample of the rest of the world to discover how generaliz-
able your results are, you might as well do a worldwide study in the first place!

The objective of large-scale within-region comparisons (using data on all or most of 
the societies in the region) is usually different from the objective of a worldwide cross-
cultural study (Burton and White 1991). Using large numbers of cross-cultural traits, 
within-region comparativists generally try to arrive at classifications of cultures in 
order to make inferences about processes of diffusion and historical ancestry. Instead 
of trying to see how culture traits may be causally related to each other, within-region 
comparativists are usually more interested in trying to see how the cultures in the 
region are related to each another. But some regional comparativists are interested in 
pursuing both objectives at the same time (Jorgensen 1974). The importance of looking 
at worldwide as well as regional samples, especially if you are interested in relationships 
between or among variables, is indicated by the following discussion.

Consider the discrepancy between the findings of Driver and Massey (1957) and 
the findings of M. Ember and C. R. Ember (1971), and Divale (1974) with regard 
to the relationship between division of labor by gender and where couples live after 
they get married. Driver and Massey found support in aboriginal North America for 
Murdock’s (1949, 203ff.) idea that division of labor by gender determined matrilocal 
versus patrilocal residence, but the Embers (and Divale) found no support for this idea 
in worldwide samples. The Embers found that the relationship varies from region to 
region. In North America, there is a significant relationship, but in other regions the 
relationship is not significant. And in Oceania, there is a trend in the opposite direc-
tion—matrilocal societies there are more likely to have men doing more in primary 
subsistence activities. What might account for the difference in the direction of the 
relationship in different regions? C. Ember (1975) found that the relationship between 
a male-dominated division of labor and patrilocal residence did hold for hunter– 
gatherers; hence, she suggested that the frequent occurrence of hunter–gatherers in 
North America (see Witkowski N.d.) may account for the statistically significant rela-
tionship between division of labor and residence in North America.

Fred Eggan (1954) advocated small-scale regional comparisons, which he called 
“controlled comparisons” because he thought they would make it easier to control on 
similarity in history, geography, and language. He presumed that the researcher could 
readily discern what accounts for some aspect of cultural variation within the region if 
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history, geography, and language were held constant. However, the similarity of cases 
within a region may be a major drawback.

A single region may not show sufficient variability in the aspect of culture (or pre-
sumed causes) the researcher is investigating. Unless a substantial number of the cases 
lack what you are trying to explain, it would be difficult or impossible to discern what 
the phenomenon at issue may be related to. For example, suppose almost all the cases 
in a region share beliefs about sexuality being somewhat harmful. It would be difficult 
or nearly impossible to be able to figure out what this belief is related to because you 
could not tell which of the other regularly occurring practices or beliefs in the region 
might explain the sexual beliefs. Only if some cases lack what you are trying to explain 
might you see that the hypothetical causes are also generally absent when the presumed 
effect is absent. Unless there is sufficient variation in all possibly relevant variables, the 
controlled comparison strategy is a poor choice for testing theory.

Obviously, the controlled comparison is also a poor choice for describing the world-
wide incidence of something (unless the region focused on is the only one of interest). 
While the strategy of controlled comparison may seem analogous to controls in psy-
chology and sociology (which hold some possible causes, and their effects, constant), 
the resemblance is only superficial. Psychologists and sociologists typically eliminate 
certain kinds of variation (e.g., in race, religion, ethnicity, or gender) only when they 
have prior empirical reasons to think that these factors partially predict the variable 
they are trying to explain. In contrast, those who do controlled comparisons in the 
anthropological sense usually only presume that common history, language, or geog-
raphy have made a difference. If researchers aren’t really controlling on the important 
predictors when they do a controlled comparison, they aren’t necessarily getting any 
closer to the causal reality by restricting their study to a particular region.

The researcher must collect primary data, in the field if he or she is interested in 
topics that are rarely (if ever) covered adequately by ethnographers. This was the ma-
jor reason why John and Beatrice Whiting (see, e.g., B. B. Whiting 1963), who were 
interested in children’s behavior and what it was related to, decided that they had to 
collect new data in the field for the comparative study that came to be known as the 
six cultures project. Many aspects of socialization (such as particular practices of the 
mother) weren’t typically described in ethnographies. Similarly, researchers interested 
in internal psychological states (such as sex-identity, self-esteem, and happiness) 
couldn’t find out about them from ethnographies and therefore would need to collect 
the data themselves, in the field. How time is allocated to various activities is a nonpsy-
chological example of information that is also not generally covered in ethnographies, 
or not in sufficient detail.

Although it may always seem preferable to collect primary data as opposed to 
secondary data, the logistics of cross-cultural comparisons using primary data are for-
midable in time and expense. And the task of maintaining comparability of measures 
across sites is difficult (R. L. Munroe and R. H. Munroe 1991a). If a researcher thinks 
that something like the needed information is already available in ethnographies, a 
comparison using secondary data is more economical than comparative fieldwork in 
two or more places. But comparative fieldwork may be the only viable choice when the 
information needed is not otherwise available.
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Similarly, although it may seem preferable to use historical diachronic data to 
test the temporal ordering implied in causal theories, such data are not often readily 
available. Because most societies that cultural anthropologists studied lacked native 
writing, there are usually no historical documents to use for measuring variables for 
an earlier time. The alternative is to reconstruct the situation in a prior time period 
using oral history and the occasional documents left by travelers, traders, and other 
visitors. Such reconstructions are notoriously subject to bias (because of wishful 
thinking by the researcher). It is also difficult to find diachronic data because differ-
ent ethnographers have different substantive interests, so different ethnographers 
who may have worked in the same place at different times may not have collected 
information on the same variables.

For these reasons, most cross-culturalists think it is more efficient to test causal 
theories with synchronic data first. If a theory has merit, the presumed causes and ef-
fects should generally be associated synchronically. If they are, then we might try to 
make a diachronic or cross-historical test. If they are, then we might try to see if the 
presumed causes antedated the presumed effects unless we see first that the synchronic 
results show correlation.

Diachronic studies may get a lift from eHRAF Archaeology (http://ehrafarchaeology 
.yale.edu)—a database with archaeological traditions across the span of prehistory. In 
recent years, a large body of diachronic archaeological data have been assembled that 
could be used to test causal theories (Peregrine 2003). Several such tests have been 
undertaken (e.g. Peregrine 2006; Peregrine et al. 2007). However, linking the archaeo-
logical record to cultural traits of interest to cross-culturalists is difficult and often 
controversial. There are established archaeological correlates of matrilineal descent, 
sedentarism, and warfare frequency (see Peregrine 2004 for a review), but few others, 
and some that have been proposed continue to be questioned (e.g., Longacre 1970). In 
addition, many societies in the HRAF Collection of Ethnography have more than one 
time focus.2 Diachronic data should become increasingly available as the ethnographic 
record expands with updating and archaeological data are made easier to use, so we 
should see more cross-historical studies in the future.

SAMPLING
Whatever questions cross-cultural researchers want to answer, they always have to 
decide what cases to compare. How many cases should be selected for comparison and 
how should they be selected? If we want to answer a question about incidence or fre-
quency in the world or in a region, it is critical that all the cases (countries or cultures) 
be listed in the sampling frame (the list to be sampled from, sometimes also called the 
“universe” or “population”). And all must have an equal chance to be chosen (the ma-
jor reason sample results can be generalized to the larger universe of cases). Otherwise, 
it is hard to argue that sample results are generalizable to anything.

It is often not necessary to investigate all cases or even to sample a high proportion 
of cases from the sampling frame. The necessity of sampling a high proportion of cases 
depends largely on the size of the population to generalize to. When the population 
is small, the percentage of cases that must be included to ensure generalizability can 
be high. When the population is large, the sample size, proportionately, can be quite 
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small. Except when relationships between contiguous cases are of interest, investigat-
ing all the cases would be a colossal waste of time and resources. Political opinion poll-
ing is a case in point. The number of voters in the United States is a very large number. 
Yet, very accurate results can usually be obtained by randomly sampling a few hundred 
to a few thousand individuals. The size of the sample is not as important as selecting 
the cases in some random way from a more or less complete list of voters. If you are 
looking for a large difference between one kind of voter and other, or if the relation-
ship you are examining is strong, you do not have to have a very large sample to obtain 
statistically significant results. The most important consideration is to sample in an 
unbiased way, preferably using some kind of random sampling procedure (M. Ember 
and Otterbein 1991).

Sampling in Comparisons Using Primary Data
There have been relatively few comparisons using primary data (collected by the 

researcher in two or more field sites) in anthropology. There have been a considerable 
number of two-case comparisons in cross-cultural psychology, usually comparing 
subjects in the United States with subjects in some other place. Generally, sampling 
in comparisons using primary data has been purposive rather than random. That is, 
the cases compared have not been randomly selected from some sampling frame. 
This is understandable, given the political realities of gaining permission to do field-
work in certain countries. In terms of the cost of fieldwork, it is not surprising that 
two-case comparisons are more common than any other kind of comparison using 
primary data. Unfortunately, the scientific value of two-case comparisons is dubious. 
Years ago, Donald Campbell (1961, 344) pointed out that a difference between two 
cases could be explained by any other difference(s) between the cases. Let us consider 
a hypothetical example.

Assume we are comparing two societies with different levels of fertility. We may 
think that the difference is due to a need for child labor because much agricultural and 
household work has to be done. As plausible as this theory may sound, we should be 
skeptical about it because many other differences between the two societies could be 
responsible for the difference in fertility. The high-fertility society may also have earlier 
weaning, a shorter postpartum sex taboo, better medical care, and so on. There is no 
way, using aggregate or cultural data on the two societies, to rule out the possibility that 
any of the other differences (and still others not considered here) may be responsible 
for the difference in fertility. If, however, you have data on a sample of mothers for each 
society, and measures of fertility and the possible causes for each mother, we could do 
statistical analyses that would allow us to narrow down the causal possibilities in these 
two societies. But as suggestive as these results might be, we cannot be sure about what 
accounts for the difference at issue because we still have only two sample societies.

What is the minimum number of societies for a comparative test using primary 
data? If two variables are related, the minimum number of cases that might provide a 
statistically significant result—assuming unbiased sampling, errorless measurement, 
and a hypothesis that is true—is four (see R. L. Munroe and R. H. Munroe 1991b). 
Examples of four-case comparisons using primary data, which employed theoretical 
criteria for case-selection, are the four-culture project on culture and ecology in East 
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Africa, directed by Walter Goldschmidt (1965), and the Munroes’ four-culture project 
on socialization (R. H. Munroe et al. 1984; R. L. Munroe and R. H. Munroe 1992). In 
the East Africa project, which was concerned with the effect of ecology/economy on 
personality and social life, two communities (one pastoral and one agricultural) in 
each of four cultures (two Kalenjin speaking and two Bantu speaking) were selected. 
The Munroes selected four cultures from around the world to examine the effects of 
variation in degree of father-absence and the degree of male-centered social structure.

Sampling in Comparisons Using Secondary Data
You have to decide what your sampling frame is and what list of cases you want to 

generalize the sample results to. Will it be worldwide (all countries or all societies)? 
Will it be regional (a broad region like North America, or a narrower one like the cul-
tures of the American Southwest)? When you specify your sampling frame, you’re also 
specifying your unit of analysis.

A country isn’t necessarily equivalent to a society or culture in the anthropological 
sense. A country (or nation-state) is a politically unified population; it may, and often 
does, contain more than one culture or society. Conventionally, a culture is the set of 
customary beliefs and practices characteristic of a society, which, in turn, is a popula-
tion that occupies a particular territory and speaks a common language not generally 
understood by neighboring populations. Once you know what you want to generalize 
the sample results to, you should sample from a list containing all the eligible cases. 
Cross-national researchers have no problem constructing a list of countries. Cross-
cultural researchers don’t yet have a complete list of the world’s described cultures. But 
there are large lists of cultures to sample from.

Several published lists of societies have served as sampling frames for most cross-
cultural studies of the ethnographic record (largely the recent past). A few claim to 
accurately represent the world’s cultures, but we argue below that these claims are 
problematic and that cross-cultural researchers cannot yet generalize sample results 
to all cultures. Any claim about a relationship or about the proportion of societies that 
have a particular trait should be tempered by the recognition that the generalization 
is only applicable to the list sampled from, and only if the particular cases investigated 
constitute an unbiased sample of the larger list.

Currently, available cross-cultural samples of the ethnographic record include the 
following (from largest to smallest): (1) the “Ethnographic Atlas” (1962ff., beginning 
in Ethnology 1 [1962], 113ff. and continuing intermittently over succeeding years and 
issues of the journal), with a total of 1,264 cases; (2) the “Summary” version of the 
“Ethnographic Atlas” (Murdock 1967), with a total of 862 cases; (3) the “World Eth-
nographic Sample” (Murdock 1957), with 565 cases; (4) the Atlas of World Cultures 
(Murdock 1981), with 563 cases; (5) the annually growing HRAF Collection of Ethnog-
raphy, which covered 385 cultures as of 2013 (the HRAF sample is a collection of texts 
grouped by culture and indexed by topic for quick information retrieval; no precoded 
data are provided for the sample cases, in contrast to the situation for all of the other 
samples except the next one); (6) the “Standard Ethnographic Sample” (Naroll and 
Sipes 1973 and addenda in Naroll and Zucker 1974), with 273 cases; (7) eHRAF World 
Cultures, which covered 280 cases as of 2013; (8) the “Standard Cross-Cultural Sample” 
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(Murdock and White 1969), with 186 cases; and (8) the “HRAF Probability Sample” 
(HRAF 1967; Lagacé 1979; Naroll 1967—also now included and updated in eHRAF 
World Cultures), with 60 cases (this sample is also called the “HRAF Quality Control 
Sample,” for which some precoded data are available). Before we examine some of the 
claims made about these various samples, we first need to realize why it is necessary to 
use random sampling procedures.

According to sampling theory, only random sampling provides an unbiased or 
representative sample of some larger population or sampling frame (Cochran 1977, 
8–11; see also Kish 1987, 16). For example, simple random sampling (using a table of 
random numbers or a lottery type of selection procedure) guarantees that every case in 
the sampling frame has had an equal chance to be chosen. (Equiprobability of selection 
is assumed in most tests that estimate the statistical significance, or likely truth-value, 
of sample results.) To sample in a simple random fashion, all you have to do is make 
sure that all cases in the sampling frame are numbered uniquely (no repeats, no cases 
omitted). Researchers may sometimes choose other kinds of random sampling, such 
as systematic sampling (every nth case is chosen after a random start) or stratified ran-
dom sampling (first dividing the sample into subgroups or strata and then randomly 
sampling from each).

There are two kinds of stratified random sampling. In proportionate stratified ran-
dom sampling, each subgroup is represented in proportion to its occurrence in the 
total population; in disproportionate stratified random sampling, some subgroups are 
overrepresented and others are underrepresented. Disproportionate stratified random 
sampling is used in cross-cultural research when the researcher needs to overrepresent 
a rare type of case in order to have enough such cases to study (as in a comparison of 
relatively rare hunter-gatherers with more common agriculturalists) or when a re-
searcher wants to derive an accurate estimate of some parameter (e.g., mean, variance, 
or strength of an association) for a rare subgroup. Proportionate random sampling 
may reduce the sample size needed when there are marked differences between sub-
groups. However, stratified random sampling may not improve much on the accuracy 
obtainable with a simple random sample (Kish 1987, 33).

In addition to the samples of the ethnographic record, there are now two samples 
describing “traditions” in prehistory. The first is a more-or-less complete description of 
the archaeological traditions in the prehistoric record. All the traditions are described 
in the Encyclopedia of Prehistory (Peregrine and M. Ember 2001–2002) with brief 
summaries and brief bibliographies. The second is eHRAF Archaeology. Modeled after 
eHRAF World Cultures, eHRAF Archaeology has documents subject-indexed by para-
graph, eHRAF Archaeology now contains a random sample of the world’s prehistoric 
traditions, plus over six complete temporal sequences.

Comparing the Available Samples
Three of the existing cross-cultural ethnographic samples were said to be relatively 

complete lists at the times they were published. The largest is the complete “Ethno-
graphic Atlas” (with 1,264 cases), published from 1962 on in the journal Ethnology). 
But as its compiler (Murdock 1967, 109) noted, not even the atlas is an exhaustive 
list of what he called the “adequately described” cultures; he acknowledged that East 
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Eurasia, the Insular Pacific, and Europe were not well represented.3 For the smaller 
summary version of the atlas (Murdock 1967), he dropped all cases he considered 
poorly described. So, if you want your sampling frame to include only well-described 
cases (in Murdock’s opinion), then the 1967 Atlas Summary (with 862 cases) is a 
reasonable list to sample from.

Raoul Naroll set out to construct a list of societies that met his stringent criteria for 
eligibility. Some of his criteria were: The culture had to lack a native written language; 
it had to have an ethnographer who lived for at least a year in the field; and the eth-
nographer had to know the native language. The resultant sample, which he called the 
“Standard Ethnographic Sample” (Naroll and Sipes 1973; see also Naroll and Zucker 
1974), contains 285 societies; Naroll and Sipes claimed that this list was about 80–90% 
complete for the cultures that qualified at the time (eastern Europe and the Far East 
were admittedly underrepresented).

Three of the existing samples (from largest to smallest: the Atlas of World Cultures, 
the Standard Cross-Cultural Sample, and the HRAF Probability Sample Files) were 
developed to give equal weight to each of a number of culture areas (areas of similar 
cultures) in the world. Technically, the samples mentioned in this paragraph are all 
disproportionate stratified samples (only the HRAF Probability Sample Files uses 
random sampling to select cases for each culture area identified). The sampling is dis-
proportionate from the strata because the number of cases selected for each identified 
culture area is not proportionate to the real number of cases in the culture area. The 
presumption behind all of these stratified samples is that the cultures in a given area 
are bound to be very similar by reason of common ancestry or extensive diffusion. The 
designers of these samples wanted to minimize Galton’s Problem. In the next-to-last 
section of this chapter, we discuss whether or not Galton’s Problem really is a problem 
as well as nonsampling solutions to the presumed problem.

There are difficulties with these disproportionate stratified samples. First, exactly 
how we should define and separate culture areas requires empirical testing; Burton et 
al. (1996) have shown that social structural variables do not cluster consistently with 
Murdock’s major cultural regions. Second, disproportionate stratified sampling is a 
less efficient way to sample (i.e., it requires more cases) than simple random sampling. 
Third, even if the disproportionate sample uses random sampling from each stratum, 
every case selected will not have had an equal chance to be chosen. This makes it dif-
ficult or impossible to estimate the commonness or uniqueness of a particular trait in 
the world. If we do not know how common a trait is in each culture area, we cannot 
correct our counts by relative weighting, which we would need to do to make an ac-
curate estimate of the frequency of the trait in the world.

Many have used all or some of the cases in the Standard Cross-Cultural Sample 
(SCCS) (Murdock and White 1969) for cross-cultural studies, at least partly because 
the published literature contains a large number of codes (ratings of variables) on those 
cases; many of these codes were reprinted in Barry and Schlegel (1980). This sample is 
claimed to be representative of the world’s known and well-described cultures (as of 
1969), but that claim is dubious for two reasons. First, disproportionate sampling does 
not give an equal chance for each culture to be chosen. Second, the single sample case 
from each cluster was chosen judgmentally, not randomly. However, Gray (1996) com-
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pared results from the SCCS with a thousand random samples from the Ethnographic 
Sample and found little evidence of bias in the SCCS. He claims that the only bias found 
was the inclusion of better-described societies. (Judgmental criteria were also used to 
choose the five cases per culture area for the Atlas of World Cultures [Murdock 1981].)

Of the three ethnographic samples discussed here, the HRAF Probability Sample is 
the only one employing random sampling within strata (the 60-culture sample includes 
a random selection from each identified culture area). However, the other criteria for 
selection were so stringent (e.g., at least 1,200 pages of cultural data focused on a com-
munity or other delimited unit; substantial contributions from at least two different 
authors) that only 206 societies in the whole world were eligible for inclusion as of the 
time the sample was constructed (in the late 1960s).

Two other samples should be briefly discussed, because researchers have used them 
as sampling frames in cross-cultural studies. One is the World Ethnographic Sample 
(Murdock 1957). In addition to being based on judgmental sampling of cases within 
culture areas, it has one other major drawback. A time and place focus is not specified 
for the cases, as in the two Ethnographic Atlas samples (full and summary), the Stan-
dard Cross-Cultural Sample, and the Standard Ethnographic Sample. If researchers 
want to use some of the precoded data for the World Ethnographic Sample, they would 
have no idea what the “ethnographic present” is for a case. As we discuss later, focusing 
on the same time and place for all the measures on a case is usually called for in test-
ing for an association; you may be introducing error if you do not make sure that the 
measures used pertain to the same time and place for the case.

Finally, let’s turn to the entire HRAF Collection of Ethnography. Like most of the 
other samples, it, too, was based on judgmental selection. But because it covers many 
cultures all over the world and provides ethnographic materials that are complexly in-
dexed for rapid information retrieval, the collection has often been used as a sampling 
frame for cross-cultural studies. (As of 2013, the HRAF collection covered 385 cultures, 
at least 44% of the world’s well-described cultures if you go by Murdock’s [1967] total 
of 862 in the summary version of the Ethnographic Atlas.)

The major advantage of the HRAF collection, as compared with the other available 
lists or samples of cultures, is that only HRAF provides ethnographic texts on the 
cases. The other samples provide only coded data (usually) and only limited bibliog-
raphy (usually). If the codes constructed by others don’t directly measure what you 
are interested in, but you use them anyway, you may be reducing your chances of 
finding relationships and differences that truly exist. Hence, if you need to code new 
variables or you need to code something in a more direct way, you are likely to do 
better if you yourself code from the original ethnography (C. R. Ember et al. 1991). 
Library research to do so would be very time consuming, which is why HRAF was 
invented in the first place.

If you use the HRAF collection, you don’t have to devote weeks to constructing 
bibliographies for each sample case; you don’t have to chase down the books and other 
materials you need to look at, which might otherwise have to be obtained by interli-
brary loan; and you don’t have to search through every page of a source (that often 
lacks an index) to find all the locations of the information you seek. The HRAF collec-
tion gives you the information you want on a particular topic, from all of the sources 
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processed for the culture, in a single place. That place, with the electronic HRAF, is now 
online. If you want to examine the original ethnography on a case (with all the context), 
and particularly if you want to construct your own measures, there is no substitute for 
the HRAF collection.

If you are starting out to do your first cross-cultural study, how should you sample? 
If you want to use some of the data already coded for one of the available samples, by 
all means use that sample as your sampling frame, particularly if it is one of the larger 
lists (such as the summary version of the Ethnographic Atlas [Murdock 1967]). The 
sampling frame becomes the list you are claiming to generalize to. (A larger claim that 
you are generalizing to the world is inappropriate.)

If you want to code all of your variables yourself, you can do so most economically 
by sampling from the HRAF collection. If a sample size of 60 is large enough, the HRAF 
Probability Sample has the advantage of giving you a randomly selected case from each 
of the 60 culture areas. If you want to code some variables yourself and use some pre-
coded variables, you can sample from the intersection between HRAF and the sample 
with the precoded variables. Whatever sampling frame you use, you should select your 
cases in some standard random fashion, because only random sampling entitles you 
to infer that your statistically significant sample results are probably true for the larger 
universe. If, for some reason, you cannot sample randomly from some list, be sure 
to avoid selecting the cases yourself. After a random sample, the next best thing is a 
sample constructed by others (who could not know the hypotheses you want to test). 
The wonderful thing about a random sample is that wherever your research stops, after 
20 or 40 or 200 randomly selected cases, you will always be entitled to conclude that 
a statistically significant result in your sample is probably true for the larger universe.

MEASUREMENT
How you choose to measure some variable of interest to you depends at least partly 
on your implicit or explicit theory. After all, why are you interested in variable X in 
the first place? Your implicit or explicit theory specifies which variables are of inter-
est and provides a model of how they may be related. Theories are generally evaluated 
by testing hypotheses derived from them. (What does the theory imply in the way of 
relationships?) The variables in a test can be fairly specific, such as whether or not a 
culture has a ceremony for naming a newborn child, or they may be quite abstract, such 
as whether the community is harmonious. Whether the concept is fairly specific or not, 
no variable is ever measured directly. We are so used to a thermometer measuring heat 
that we may forget that heat is an abstract concept that refers to the energy generated 
when molecules are moving. A thermometer reflects the principle that as molecules 
move more, a substance in a confined space (alcohol, mercury) will expand. We don’t 
see heat; we see only the movement of the substance in the confined space. So all mea-
surement is indirect. But some measures are better (more direct, more predictive, fewer 
errors) than others.

The three most important principles in designing a measure are: (1) try to be as spe-
cific as possible in deciding how to measure the theoretical variable you have in mind; 
(2) try to measure the variable as directly as possible; and (3) if possible, try to measure 
the variable in a number of different ways.
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The first principle recognizes that science depends on replication; if we are to be 
confident about our findings, other researchers must be able to repeat them. To fa-
cilitate replication, the original researchers have to be quite explicit about what they 
intended to measure and exactly how they measured it.

The second principle recognizes that although all measurement is indirect, some 
measures are more direct than others. To measure how “rainy” an area is, you could 
count the number of days that it rains while you are there for a week’s vacation and 
then multiply by 52. But it would be better to count the number of rainy days, on aver-
age, over a number of years, and it would be best if you measured the total number of 
inches of rain per years, on average, over a number of years.

The third principle of good measurement is that few measures exactly measure 
what they are supposed to measure, so it is better to use more than one way to mea-
sure the theoretical variable of interest. However, much of cross-cultural research is 
limited by what is available in ethnographies. So, the availability of relevant informa-
tion is the major constraint on the number of supposedly equivalent measures one 
might construct.

Measures have to be specified for each variable in the hypothesis. Devising a measure 
involves at least four steps: (1) theoretically defining the variable of interest (in words 
or mathematically); (2) operationally defining the variable, which means spelling out 
the empirical information needed to make a decision about where the case falls on the 
scale that the researcher has devised for measuring it; (3) pretesting the measure to see 
if it can be applied generally (to many if not most cases) (designing a measure requires 
some trial and error, and if the scale is too confusing or too hard to apply, because the 
required information is too often lacking, the measure needs to be rethought); and  
(4) performing reliability and validity checks (reliability involves the consistency, 
replicability, and stability of a measure; validity involves the degree to which the 
measure reflects what it is supposed to reflect; for more discussion of these issues; see  
C. R. Ember et al. 1991). Because most attention has been paid to measurement issues 
in secondary comparisons, we focus mainly on them in what follows.

To illustrate processes involved in measurement, let’s consider that a researcher has 
an idea about why many societies typically have extended families. Although the con-
cept of extended families may appear straightforward, it needs to be defined explicitly. 
The researcher needs to decide whether to focus on extended family households or to 
include extended families that are not co-residential. The choice should depend on the 
theory. If the theory discusses labor requirements that would favor an extended family 
staying together (see Pasternak et al. 1997, 237–39), then extended family households 
should be measured.

When this is decided, the researcher still needs to state what an “extended family” 
means and what a “household” means. And she or he has to decide on the degree (rela-
tive frequency) to which a sample society has extended family households. The first 
thing to decide is what is meant by an extended family. The researcher may choose 
to define a family as a social and economic unit consisting minimally of at least one 
or more parents and children; an extended family might be defined as consisting of 
two or more constituent families united by a blood tie; and an extended family house-
hold might be defined as an extended family living co-residentially—in one house, 
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neighboring apartments, or a separate compound. Having defined the concepts, the 
researcher must then specify the counting procedure—how to measure the degree to 
which a society has extended family households. All of these steps are involved in op-
erationalizing the variable of interest.

Definitions are not so hard to arrive at. What requires work is evaluating whether 
an operational definition is useful or easily applied. For example, suppose by degree 
(of extended “family-ness”) we operationally mean the percentage of households in 
the community that are extended families. The range of possible scale scores is from 
0 to 100%. Suppose further that we instruct our coders to rate a case only if the eth-
nographer specifies a percentage or we can calculate a percentage from a census of the 
households. If we did a pretest, we would find that very few ethnographers tell us the 
percentage of extended family households or the results of censuses. Rather, they usu-
ally say things like “extended family households are the norm.” Or, “extended families 
are typical, but younger people are beginning to live in independent households.” Our 
operational definition of percentage of extended family households, although perfectly 
worthy, may not be that useful if we cannot find enough societies with reports based 
on household censuses.

What can we do? There are three choices. We can stick to our insistence on the best 
measure and study only societies for which a percentage is given (or can be calculated); 
we may have to expand our search (enlarge our sample) to find enough cases that have 
such precise information. Or we can redesign our measure to incorporate descriptions 
in words that are not based on census materials. Or we can choose not to do the study 
because we can’t measure the concept exactly how we want to.

Faced with these choices, most cross-cultural researchers would opt to redesign 
the measure so as to incorporate word descriptions. Word descriptions do convey 
information about degree, even if not so precisely. If an ethnographer says “extended 
family households are typical,” we don’t know if that means 50% or 100%, but we can 
be very confident it does not mean 0–40%. And we can be fairly sure it does not mean 
40–49%. If the relative frequency of extended families (measured on the basis of words) 
is related to something else, we should be able to see the relationship even though we 
are not able to use a percentage measure based on numerical information. A measure, 
going by words, might read something like what follows.

Code extended family households as:

 4. Very high in frequency if the ethnographer describes this type of household as the 
norm or typical in the absence of any indication of another common type of house-
hold. Phrases like “almost all households are extended” are clear indicators. Do not 
use discussions of the “ideal” household to measure relative frequency, unless there 
are indications that the ideal is also practiced. If there is a developmental cycle, such 
as the household splitting up when the third generation reaches a certain age, do not 
use this category. Rather, you should use scale score 3 if the extended family house-
hold remains together for a substantial portion of the life-cycle or scale score 2 if the 
household remains together only briefly.

3. Moderately high in frequency if the ethnographer describes another fairly frequent 
household pattern but indicates that extended family households are still the most 
common.
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2. Moderately low in frequency if the ethnographer describes extended family house-
holds as alternative or a second choice (another form of household is said to be 
typical).

1. Infrequent or rare if another form of household is the only form of household men-
tioned and if the extended family form is mentioned as absent or an unusual situation. 
Do not infer the absence of extended families merely from the absence of discussion 
of family and household type.
 Don’t know if there is no information on form of household, or there is contradictory 
information.

The next step is to pretest this measure, preferably with coders who haven’t had 
anything to do with creating the scale. Four distinctions may be too difficult to apply 
to the word descriptions usually found in ethnographies, so a researcher might want 
to collapse the scale a little. Or, two coders may not agree with each other frequently. 
If so, the investigator may have to spell out the rules a little more. And if we decide to 
use the scale described above, what do we do when the ethnography actually gives us 
numbers or percentages for a case? It is usually easy to fit those numbers into the word 
scale (or to average two adjacent scale scores). For instance, if 70% of the households 
have extended families, and 30% are independent, we would choose scale score 3. But 
we might decide to use two scales: a precise one based on numerical measurement 
(percentages) for cases with numbers or percentages, the other scale relying on words 
(when the ethnography provides only words). C. R. Ember et al. (1991) recommend 
using both types of scale when possible.

The advantage of using two scales of varying precision is that the more precise one 
(the quantitative scale) should be more strongly related to other variables than the 
less precise one. (The less-precise scale should be less accurate than the more precise 
one, assuming that the former sometimes has to rely on ambiguous words.) Stronger 
results with the more precise scale would increase our confidence that the relationship 
observed even with the less-precise one is true. We discuss the issue of validity in the 
next section and the issue of reliability in the section titled Minimizing Coder Error.

How to Minimize Error in the Design of Measures
Two kinds of measurement errors are usually distinguished: systematic and random 

errors. They have different effects on data analysis and each type is handled differently 
(Zeller and Carmines 1980, 12).

Systematic error or bias exists if there is a consistent, predictable departure from the 
“true” score. Examples would be a scale that inflates everyone’s weight by half a pound or 
a tendency by observers to ignore certain types of aggression in behavior observations. 
In cross-cultural research, systematic error can come from ethnographers, informants, 
design errors in measurement, or coders. Ethnographers may not mention something 
or may underreport it (e.g., not mention the number of Western objects in the village). 
Or they may overreport (e.g., overemphasize the unilineality of the descent system to 
fit reality into an ideal type). Informants may over- or underreport (e.g., not mention 
an illegal or disapproved activity). Coders may interpret ethnography from the point of 
view of their own culture, their gender, or their personality. As discussed below, we may 
be able to detect possible bias by hypothesizing and testing for it. However, one major 
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type of systematic error can’t be detected so easily—the error that’s introduced because 
the measure consistently under- or overestimates the theoretical variable (Blalock 1968; 
Cook and Campbell 1979, 64; Zeller and Carmines 1980, 11).

Random error, which is error in any direction, weakens correlations (Blalock 1972, 
414). Naroll (1962) called random errors “benign,” perhaps because he and other 
social scientists commonly worry more about accepting a relationship as true that is 
false (Type I error) than about failing to accept a true relationship (Type II error). As 
Naroll (1962) pointed out, systematic error in two variables in the same direction could 
conceivably create a result when none is really there. (C. R. Ember has unpublished 
results showing that systematic error has to be enormous to produce a significant result 
when there really is none.) However, if our purpose is to find relationships when they 
are really there, we should take steps to minimize random error. But let us turn first 
to the problem of systematic error that is due to the lack of fit between the theoretical 
construct and the measure that presumes to tap that construct.

Even though all measurement is indirect so validity can’t ever be established beyond 
a doubt (Campbell 1988), some measures are more direct and therefore more likely to 
be valid than others. More direct measures involve little question that they are measur-
ing what they are supposed to measure. Other things being equal, we suggest that cross-
culturalists try to use measures that are as direct as possible, because less inference and 
less guesswork generally yield more accuracy and hence stronger results (assuming you 
are dealing with a true relationship). For example, when a cross-culturalist wants to 
measure whether a husband and wife work together, it is more direct to use a measure 
based on explicit ethnographers’ reports of work patterns rather than to infer the work 
pattern from general statements about how husbands and wives get along.

Some measures pose few validity problems. Where the operationalization is very 
close to the theoretical variable, for example, the sex of a person (Blalock 1968, 20), 
the measure requires so little inference that there is little question about its validity. 
Other measures seem to have “face validity” too—few researchers would question their 
validity. For example, if the theoretical variable is the rule of residence in a society, we 
usually think that the ethnographer’s identification of the rule of residence is an opera-
tional measure with high face validity, despite the apparent lack of agreement between 
ethnographers Ward Goodenough (1956) and John Fischer (1958). The disagreement 
between them over Chuuk (Truk) appears to have been interpreted by some anthro-
pologists as an indication that a fieldworker’s conclusions are bound to be subjective 
and therefore unreliable.

We think that there are two reasons why this interpretation is incorrect. First, 
the two investigators were in the field at different times, and practices can vary even 
over just a few years. Second, both Goodenough and Fischer found the Chuukese to 
be predominantly matrilocal (Goodenough 71%, Fischer 58%). Indeed, they differed 
only with respect to 13% of the cases, which Goodenough classified as avunculocal 
and Fischer as patrilocal. (In some people’s eyes, avunculocal residence is patrilocal 
because living with husband’s mother’s brother is living with husband’s relatives.) With 
respect to the major or predominant residence pattern, the cross-culturalist would not 
misclassify the Chuukese using Fischer’s or Goodenough’s data, even though they ap-
parently disagreed on some details.
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Unlike experimental psychologists, cross-cultural researchers using secondary data 
are not able to use a great variety of validation techniques. There is rarely a standard 
measure to evaluate a new measure against. (If there were, we would always use the 
standard as the measure.) If there is little information in ethnographies on particular 
topics, it is sometimes difficult to think of multiple measures of the same theoretical 
variable. Given this situation, it is best to use measures that are the most direct and 
therefore have the highest face validity.

However, many concepts of interest to cross-cultural researchers are not easily mea-
sured directly. Two situations in which indirect measures might justifiably be used are 
when the theoretical variable can be measured only “projectively” (e.g., unconscious 
fear of something as measured by how often, proportionately, folktales mention it) 
or when very few ethnographies give information allowing a more direct measure. 
Unconscious variables, in particular, do not lend themselves to direct measurement. 
Psychologists (and others) employ projective testing and disguised measures when 
subjects cannot or will not give honest answers to certain questions. For example, a 
field investigator (comparative or not) cannot simply ask a boy “Do you wish to be 
a woman?” and expect to get an answer that will reflect the boy’s degree of feminine 
identification, any more than a survey researcher can ask “Are you prejudiced against 
blacks?” and get an accurate response most of the time.

Cross-cultural researchers may conclude, therefore, that culturally shared per-
sonality dispositions might be more accurately coded from folktales than from 
presumptions by ethnographers about unconscious feelings. Although a researcher 
may well be aware that a more direct measure would be preferable, more indirect 
measures may also be chosen because a more direct measure may be usable only for 
a small proportion of cases. Whatever the reason, the decision to employ an indirect 
or proxy measure should be made only if the investigator can justify its use on the 
basis of explicit and strong reasoning about why we should accept the validity of the 
proxy. More on this point below.

When the cross-culturalist decides to use a more indirect measure, we strongly 
recommend that he or she develop direct measures for some proportion of the cases 
(even if only a minority) to evaluate the validity of the more indirect measure. If it’s not 
possible to correlate the two measures to validate the more indirect or proxy measure 
(because both kinds of information are hardly ever available for a particular case), the 
researcher could still see if the more indirectly measured cases show weaker correla-
tions than the more directly measured cases. As noted above, if the more direct mea-
sure produces higher coefficients of association than the more indirect measure, and 
the directions of the results are similar with both measures, we can be more confident 
that the indirect measure is probably tapping the same variable as the more direct one.

Researchers sometimes choose proxy measures over more direct measures because 
the proxy measures are readily available in precoded databases. But unless it is shown 
that they correlate with more direct measures (which requires going back to the origi-
nal ethnographies), we’re skeptical about the validity of opportunistic proxy measures. 
We acknowledge that there’s enormous value in having databases with codes provided 
by previous researchers. It isn’t always necessary to code things anew, and using avail-
able codes when they fit your interests can allow time to code additional variables. But 
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the practice of using precoded variables as proxies, without any attempts to validate 
them, deserves our suspicion. (Of course, the investigators originally responsible for 
the available codes are not to be blamed for how others use them.)

The designer of a measure also needs to consider the degree to which the informa-
tion required is available in ethnographies. No matter how direct a measure may seem 
conceptually, it may require a high degree of inference by the coder if there is little rel-
evant information in ethnographies. The terms “high-inference” and “low-inference” 
variables, first introduced by J. W. M. Whiting (1981), are useful for discussing this 
aspect of measurement design. Variables that require low inference on the part of the 
coder tend to deal with visible traits or customs, usually reported by ethnographers, 
and are easily located in ethnographies (Bradley 1987, 1989; Burton and White 1987;  
J. W. M. Whiting 1981; and see White 1990).

High-inference variables often require complex coding judgments and are there-
fore difficult to code reliably. The codings of low-inference variables are less likely to 
contain error, and independent coders are therefore more likely to agree on codings. 
For example, Bradley (1987) compared her codings of presence versus absence of the 
plow with Pryor’s (1985) codings for 23 societies; there was 96% agreement between 
the two data sets. The only disagreement was about a case that Pryor himself expressed 
uncertainty about. Thus, presence or absence of the plow, which ethnographers can 
observe and record without interpretation, is a low-inference variable. Others include 
the type of carrying device for infants, shapes of houses, domestic animals and major 
crops, and many elements of material culture (Bradley 1987; Burton and White 1987; 
J. W. M. Whiting 1981). Note that the dimension of low versus high inference may be 
uncorrelated with the dimension of more versus less direct measurement. Presence or 
absence of the plow may be measurable with low inference but if you consider it to be a 
proxy measure for the judgment that men do most of the agricultural work, then your 
measure would be low-inference but indirect.

Because the measurement of some variables requires moderate levels of inference, 
such measures are more subject to random error. Relevant information is also miss-
ing more often, therefore you are likely to be able to code only a small proportion of 
the sample. In addition, when variables require moderate levels of inference, coders 
usually agree with each other less. Bradley (1989) presents evidence that coding the 
gender division of labor in agriculture requires moderate inference. Other examples 
of variables that require a moderate degree of inference are the proportion of day an 
infant is carried (J. W. M. Whiting 1981) and warfare frequency (C. R. Ember and  
M. Ember 1992a; Ross 1983). For moderate-inference variables, coders usually have 
to read through a considerable amount of ethnographic material that is not explicitly 
quantitative in order to rate a case. Because of the imprecision, the coding decision is 
more likely to contain some error.

The highest degree of inference is required when researchers are interested in as-
sessing general attitudes or global concepts such as “evaluation of children” (Barry et 
al. 1977). Such global concepts don’t have obvious empirical referents to guide coders, 
and it’s easy to see how coders focusing on different domains might justifiably code the 
same society differently. The most appropriate solution here, we believe, is to develop 
a series of more specific measures with clear empirical referents, as Whyte (1978) did 
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for the various meanings of women’s status and Ross (1983) did for the various dimen-
sions of political decision making and conflict.

Random errors may be more likely if the investigator does not precisely specify 
time and place for all variables. Divale (1975), acting on the Embers’ suggestion, has 
shown with a few examples how lack of time and place focus, which presumably 
increases random error, tends to lower correlations. The same time and place for 
a sample case should be attended to whether previous codes are used or new codes 
are developed. For example, M. Ember (1974, 1984/85) has presented evidence that 
polygyny is favored by a shortage of men because of high male mortality in war. If 
polygyny were present in a particular society as of 1900, but you measured the sex 
ratio in a later ethnography (after warfare ceased), you would be likely to find a more 
or less balanced sex ratio at the later time.

Would this case be exceptional to the theory that high male mortality (and an ex-
cess of women) favors polygyny? The answer is yes, but it would not be appropriate to 
measure the two variables in this way. Each of the two variables should be measured 
synchronically (for more or less the same time period), or you could measure male 
mortality in war or the sex ratio for a slightly earlier time than you measure form of 
marriage. Otherwise, you may be introducing so much measurement error that the 
relationship between excess women and polygyny could be masked (C. R. Ember and 
M. Ember 2009, 76). (C. R. Ember et al.’s [1992] concordance between cross-cultural 
samples can help you match time and place foci across samples.) Requiring that your 
measurements on each case pertain to the same time and place (or the appropriate 
relative times for a diachronic [over time] test) can only maximize your chances of 
seeing a relationship that truly exists.

Minimizing the Effect of Ethnographer (or Informant) Error
Measurement error caused by ethnographer or informant error is not often consid-

ered something we can deal with in the measurement process. But that is not neces-
sarily true. Naroll (1962) proposed methods to deal with such errors, and others have 
developed additional methods.

The supposedly poor or uneven quality of the ethnographic record is often cited as 
invalidating cross-cultural research. This notion is puzzling, given the usual high re-
gard ethnographers have for their own work. If most anthropologists have high regard 
for their own work, how could the bulk of ethnography be poor unless most anthro-
pologists were deluding themselves (C. R. Ember 1986, 2)? Certainly there are errors 
in the ethnographic record, and we must try to minimize their effects, but the critics’ 
worry may derive from their ignorance about the effect of error on results.

Space here does not allow it, but we could show statistically that even a great deal of 
random error hardly ever produces a statistically significant finding. And even system-
atic error would not normally produce a statistically significant finding that was false. 
(There is always the possibility of deliberate cheating; but this probably does not hap-
pen often and other investigators’ attempts to replicate a result will eventually reveal 
it.) Statistically speaking, random error generally reduces the magnitude of obtained 
correlations. This means that more error lessens the likelihood of finding patterns that 
are there. And if error makes us less likely to infer statistical significance, it should not 
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be assumed that significant cross-cultural results are generally invalid. It may seem 
paradoxical, but the more random error there is, the more likely the “true” results are 
better than the observed results.

Naroll (1962) proposed an indirect method—data quality control—to deal with 
systematic informant and ethnographer errors. His basic procedure involved identify-
ing factors that might produce biases in the reporting of certain variables (e.g., a short 
stay in the field would presumably make for underreporting secret practices such as 
witchcraft). Indeed, Naroll found that short-staying ethnographers were significantly 
less likely to report witchcraft than were long-staying ethnographers. This suggests the 
possibility of systematic error due to length of stay. However, as Naroll himself was 
aware, there are other possible interpretations of the correlation. One is that short stays 
may be more likely in more complex cultures. If more complex cultures are less likely 
to have witchcraft beliefs than less complex ones, the correlation between length of stay 
and the presence of witchcraft would be spurious, not due to systematic underreport-
ing by short-staying ethnographers.

Still, data quality factors could account for some results. For example, to exclude the 
possibility that a data quality factor may account for a correlation because that factor is 
correlated with both variables in the correlation, Naroll advised the researcher to control 
statistically for the data quality factor. Naroll’s concern with the possible influence of data 
quality persuaded some researchers to test for systematic biases of various kinds (gender 
of ethnographer, type of training, knowing the native language, etc.) in evaluating their 
results. Naroll believed that the coding of information on qualities of the ethnographer 
and on conditions of the fieldwork should be a regular part of the coding process.

But C. R. Ember et al. (1991) do not agree, for two reasons. First, as Naroll (1977) 
also noted, it is very expensive for researchers to code for a large number of features 
that could, but probably do not, produce false correlations. Second, of the large number 
of studies done by Naroll, his students, and others (see Levinson [1978] for substan-
tive studies employing data quality controls), hardly any have found that a data quality 
feature accounts for a correlation [but see also Divale 1976; Rohner et al. 1973]). There-
fore, Ember et al. (1991) recommend that before investigating relationships between 
data quality variables and substantive variables, researchers should have plausible 
theoretical reasons for thinking they may be related. If we cannot imagine how a data 
quality variable could explain a correlation, it is not necessary to spend time and money 
coding for it. Only plausible alternative predictors should be built into a research de-
sign. However, Ember et al. (1991) recommend that researchers develop a specific data 
quality code for each substantive variable (for each case), to provide a direct assessment 
of the quality of the data in regard to that variable.

To illustrate the suggested procedure, compare the information in the following 
three statements, which a coder might use to measure the frequency of polygyny 
among married men: “Polygyny is the form of marriage that men aspire to,” “Only the 
senior men have more than one wife,” and “The household survey indicates that 15% of 
the married men are married polygynously.” Although none of these statements may 
contain error, and we can’t assume that the one based on quantitative information is 
the most accurate, a coder trying to rate frequency of polygyny according to an ordinal 

Cop
yri

gh
ted

 M
ate

ria
l 

Not 
for

 R
ep

rod
uc

tio
n



18: Cross-Cultural Research   585

scale would have the most trouble coding the first statement because it tells us only that 
polygyny is present and preferred (at least by men).

The researcher could try to minimize error by instructing the coders not to make 
frequency judgments based on statements about what people prefer (ideal culture). But 
the researcher could also develop a data quality code for the measure of frequency of 
polygyny. The highest-quality score would be given to a code based on a census. The 
lowest-quality score would be given to information pertaining to ideal culture (such as 
the first statement listed above) or to a judgment based on inference (e.g., polygyny is 
inferred to be not so common because only senior men are said to have more than one 
wife). A middle-quality score might be given to information such as in the following 
statement: “The typical married man has only one wife.”

With a data quality code by case for each variable in a correlational test, we could 
analyze the results with and without the “poorer” quality data. The omission of cases 
with scores based on poor-quality data (e.g., vague ethnographic statements) should 
yield stronger results than the data set that includes poor-quality data. (For how cases 
with poorer data quality can be omitted, see our discussion toward the end of the next 
section on Minimizing Coder Error.) And because the standard errors will be higher 
with more random error, our chances of finding a statistically significant relationship 
are greater with higher-quality data. We think the data quality control procedure sug-
gested here provides two important advantages. First, it taps the quality of the ethno-
graphic information more directly than Naroll’s suggested strategy, which may not 
make any difference at all in regard to a particular correlation. Second, the data quality 
coding we suggest can be done quite efficiently, at the same time substantive variables 
are coded, because reading additional material is not required.

Another problem the ethnographic record poses to cross-cultural researchers is that 
in addition to errors in what is reported, there may also be problems about what is not 
reported. Ethnographers may not have gone to the field with a comprehensive guide 
to what kinds of information could be collected, such as is provided by the Outline of 
Cultural Materials (Murdock et al. 2008). For this and other reasons, ethnographers 
often pay little or no attention to a question that is of interest later to the cross-cultural 
researcher. What should a cross-culturalist do?

We don’t recommend inferring that something is absent if it is not reported, unless 
the cross-cultural researcher can be quite sure that it would have been reported if it 
had been present. For example, if an ethnographer didn’t mention puberty rites but 
thoroughly discussed childhood and adolescence, absence of puberty rites could rea-
sonably be inferred. If, however, the ethnographer didn’t collect any information on 
adolescence, the fact that no puberty rites are mentioned shouldn’t be taken to mean 
that they were absent. Researchers need to specify coding rules for inferring absence 
(see the measure of extended family households described above) or they need to in-
struct their coders not to make inferences.

A further strategy to deal with missing data is to interview the original ethnogra-
phers themselves (or others who have worked for extended periods in the society) to 
supplement the information not present in the published sources (Levinson 1989; 
Pryor 1977; Ross 1983). The cross-cultural researcher has to be careful to keep to the 
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same time and place foci of the published data; if you call a recent ethnographer about 
a case, you should ask only about the time and place foci of the published information.

Finally, if data on some of the sample societies are missing, the cross-cultural re-
searcher may decide to impute missing values. Burton (1996) and Dow and Eff (2009) 
have described and evaluated a number of procedures for doing so. The cross-cultural 
researcher needs to remember that any method of imputation is likely to increase mea-
surement error. Therefore, the advantage of imputation (to increase sample size) has 
to be weighed carefully against the possible increase of error. Researchers who impute 
some data should consider doing analyses with and without the imputed data to see if 
the imputing has misleadingly improved the results, just as we can compare data sets 
with and without dubious codings to see if including them has transformed a border-
line or nonsignificant result into a significant one.

Minimizing Coder Error
The coding process itself can produce measurement error. If the investigator is also 

the coder, there is the possibility of systematic bias in favor of the theory being tested 
(Rosenthal 1966; Rosenthal and Jacobson 1968). For that reason alone, many researchers 
prefer to use “naive” or theory-blind coders. However, naive coders may not be as likely 
as experienced coders to make accurate judgments. Experienced researchers have skills 
that should make for more accurate coding because they are more likely to be aware 
that an ethnographer’s words should not always be taken at face value. For example, an 
experienced researcher is more likely to know that avunculocal residence might be called 
patrilocal residence, and that hunter–gatherers may get plenty of food (even if they have 
to move their camps frequently, it doesn’t necessarily mean their food supply is precari-
ous). Furthermore, experienced coders are more likely to pay attention to time and place 
foci—to know that when one ethnographer describes what Samoans do, he or she may 
not be talking about the particular time period or particular group of Samoans a previous 
ethnographer has studied and described (M. Ember 1985).

Bradley (1987) argues that naive coders can make systematic errors when coding 
instructions are insufficiently precise, especially when coding high-inference variables. 
For example, differences between her codes for the division of labor in agriculture and 
those of the coders for Murdock and Provost (1973) could be explained by the possibil-
ity that the Murdock and Provost coders were not instructed to consider differences 
between crop types or which phase of the agricultural sequence was to be coded. Naive 
coders might also be more likely to make judgments that are systematically biased 
toward their own cultural assumptions, as suggested by the experimental findings pre-
sented by D’Andrade (1974).

Researchers can try to minimize the error of inexperienced coders by being as ex-
plicit as possible in their coding instructions and by making sure that the codes do not 
surpass the information that is generally available in the ethnographic literature (Tatje 
1970). Coding should have to make as few inferential leaps as possible. The process of 
trying to spell out all the possible obstacles to coding is an important part of the re-
search design. It may be that having at least one relatively inexperienced coder provides 
an advantage—it may force the researcher to be as clear as possible in the operational-
ization of theoretical concepts.
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Researchers may worry that coders will introduce systematic errors because of their 
gender, their political ideology, their personality, or their faulty assumptions about 
different types of societies. But such contamination may not be so likely. Whyte (1978) 
did not find more significant relationships between gender of coder and his many indi-
cators of women’s status than would be expected by chance. His research suggests that 
systematic coding bias is most likely to occur when codes are very general (requiring a 
high degree of inference), which may allow the coder’s personal background to exert 
an influence on the coding process. Whyte suggests that personal/cultural biases can be 
avoided if coders are asked to rate concrete or specific customs and behaviors.

Designing studies to test systematically for coder biases is normally quite expensive 
because to do so properly requires more than one coder for each bias-type. Thus, it’s 
more cost effective for the investigator and a naive coder to rate the cases. Not only 
could we then compare the two sets of ratings for reliability, we could also see if both 
sets of ratings give similar results. If they do not, that would be something to worry 
about. It might only be that the naive coder’s ratings contained more error; the results 
using only that coder’s ratings should be weaker than the results using only the inves-
tigator’s ratings. Perhaps the best strategy is to test hypotheses using only those cases 
that both raters agreed on. That way, you would probably be omitting the cases with 
more random error.

This brings us to the concept of interrater reliability—the extent to which different 
persons using the same measure achieve the same score or the same relative ranking 
for each case rated (Nunnally 1967, 172; Zeller and Carmines 1980, 6). Researchers who 
assess interrater reliability usually show a correlation coefficient between the two raters’ 
judgments for at least a sample of the rated cases. Or, they may show the percentage of 
agreement. Both of these measures have advantages and disadvantages. The percentage 
of agreement may detect systematic error, whereas a correlation coefficient may not. 
Suppose one coder always gives a score that’s one point higher score than the other. The 
correlation coefficient will be perfect (1.00); the percentage of agreement will be zero.

On the other hand, the percentage of agreement measure can’t distinguish between 
substantial disagreements and small disagreements. On a 10-point scale, a disagree-
ment of 1 point counts the same as a disagreement of 10 points (Rohner and Katz 
1970, 1068). But percentage of agreement will detect differences between coders due to 
systematic inflation or deflation by one of the coders, whereas this kind of systematic 
bias will not affect a reliability correlation. So, it is useful to compute both kinds of 
measures of interrater reliability.

There is no clear decision point as to what is an acceptably high coefficient or per-
centage of agreement. Coefficients and percentages of agreement over .80 appear to be 
considered good and are usually reported without comment; more than .70 appears 
to be considered minimally acceptable; less than .70 leaves a feeling of unease. Neither 
method of measuring interrater reliability is a good way to deal with the situation where 
one rater does not assign a scale score (says “don’t know”) and the other rater does. Cor-
relation coefficients are easily computed; if some form of Pearson’s r is used, it is easy to 
interpret—the square of the coefficient equals the proportion of variance explained. We 
always expect that there will be some interrater inconsistency (a study without any at all 
would probably be suspect). How do researchers deal with disagreements?
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If a researcher does a reliability check on a small portion of the cases and the reliabil-
ity coefficient is reasonably high, she or he usually uses the scores of the one coder who 
rated all of the cases. If a researcher has two or more coders for each case, then a variety 
of strategies may be followed. Scores may be summed or averaged, or disagreements 
may be resolved by discussion. An advantage of the summing or averaging method 
is that both coders are given equal voice; personality differences between the coders 
cannot influence resolutions. A second advantage is that the “effective reliability” is 
increased. Rosenthal and Rosnow (1984, 163–65) indicate that if the correlation coef-
ficient between two judges is .75, the reliability of the mean of the two judges’ ratings 
is actually higher (.86). This is a better estimate of the reliability of the measure; it is an 
example of the Spearman-Brown prophecy formula, also known as Cronbach’s alpha 
(Nunnally 1978, 211–16; Romney 1989).

A disadvantage of the summing or averaging procedure is that one coder may be a 
better coder (more careful, more knowledgeable about the material), and the rating by 
that person might objectively deserve more weight. If coders are asked to discuss their 
disagreements and come to a resolution, the more knowledgeable coder might point 
to information that the other coder missed. This strategy might be particularly useful 
when each coder has read a large amount of ethnographic material.

There are also some disadvantages in the resolution method. First, as mentioned, 
one coder may have undue influence over the other. Certainly, if one coder was the 
investigator and the other a paid assistant, the resolution method might not be unbi-
ased. But even if the coders were roughly equal in status, one personality may domi-
nate the other. Rohner and Rohner (1981) discuss a procedure for testing for the 
influence of one coder over another. However, a major problem with their method is 
that it cannot distinguish between influence because of power and influence because 
of more information. Another disadvantage is that it may add measurement error if 
the coders feel obliged to come to some resolution, even when the data are too am-
biguous to justify resolution.

The Embers have found that results get stronger when they use only those cases 
with the most reliable initial scores.4 This should not be surprising. The most reliable 
scores are presumably those that independent coders will agree on initially, before any 
attempts to resolve disagreements. When we eliminate cases with disagreement, our 
results should get stronger because we are probably eliminating the more ambiguous 
cases, which are probably the ones more likely to be coded inaccurately. An interrater 
reliability coefficient may be acceptable, but you could still have a lot of cases that have 
been measured inaccurately. Even though the size of the sample is reduced when we 
eliminate the least reliable scores in some way, our chances of finding a true relation-
ship are improved.

We think the best way to maximize the reliability of ratings and results is to use only 
those ratings (and cases) that the independent coders initially rated in exactly the same 
way (or very similarly), before any attempts at resolution. The researcher could provide 
a code that tells the reader how closely the raters agreed initially on the variable for a 
particular case (see C. R. Ember and M. Ember 1992b). This kind of reliability code (by 
variable, by case) would allow subsequent users of the data code to choose their own 
degree of reliability. Just as it is likely that results are more robust when we omit cases 
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that did not have higher quality data, so they should be more robust when we omit 
cases that were not rated in much the same way by the coders initially. Chances are, 
more ambiguous ethnographic information will generally be coded with more error, 
and it does us no good to cloud the situation by including them in our analyses.

Minimizing Error Due to Sampling: Galton’s Problem
Another major reason some question cross-cultural findings is referred to as “Gal-

ton’s Problem.” In 1889, Francis Galton heard Edward Tylor’s presentation of what 
is generally considered the first cross-cultural study. Galton (see Tylor 1889, 270–72) 
suggested that many of Tylor’s cases were duplicates of one another because they had 
similar histories, so Tylor’s conclusions were suspect because the sample size was un-
justifiably inflated. Since the 1960s, Raoul Naroll and others such as James Schaefer, 
Colin Loftin, Malcolm Dow, and E. Anthon Eff have considered Galton’s Problem a 
serious threat to cross-cultural research. They have devised several methods to test for 
the possible effects of diffusion and historical relatedness (Naroll 1970; for earlier refer-
ences, see C. R. Ember 1990; more recent references can be found in Dow 2007, 2008; 
Dow and Eff 2008, 2009; Eff 2004). The concern behind these methods is that statistical 
associations may not be valid if the correlations could be attributed mostly to diffusion 
(cultural borrowing) or common ancestry.

How serious is Galton’s Problem? Cross-culturalists disagree (see M. Ember and 
Otterbein 1991 for references; see also C. R. Ember 1990). Most but not all cross-
culturalists think Galton’s Problem is a serious one (see the names in the previous 
paragraph). We and others (Strauss and Orans, Otterbein—for references, see C. R. 
Ember 1990) think it is not serious, albeit for different reasons. A great deal of the dis-
agreement hinges on different theoretical assumptions about causality—if you believe 
that cultures are slow to change and people are strongly influenced by their past history 
and by their neighbors, the more important you think the problem is. If you think that 
cultures change as circumstances change and borrow because something is perceived 
to be functional or adaptive, Galton’s Problem is not perceived as important.

Statistical tests require two kinds of independence, which we can call sampling inde-
pendence and measurement independence (Blalock 1972; Kish 1965, 1987). Sampling 
independence requires that every case has an equal chance to be chosen. Measure-
ment independence requires that the measure for one or more variables for one case is  
not influenced by the measures of another case. Copying answers on an exam is a clear 
case of nonindependence. Blalock (1972, 144–45) suggests that crime rates for differ-
ent census tracts may be nonindependent if crimes are committed by some of the same 
individuals across boundaries.

It is measurement independence that Galton appeared most concerned with; the 
assumption is that common history created similarity. However, some who argue 
against Galton’s Problem (M. Ember and Otterbein 1991, 223–24) assert that usually 
different societies have mutually unintelligible languages and therefore their speech 
communities have been separated for at least 1,000 years. If two related languages 
began to diverge 1,000 or more years ago, many other aspects of the cultures will also 
have diverged. Therefore, such cases could hardly be duplicates of each other. If you 
push Galton’s Problem to the limit and avoid any two cases that share a common 
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history and language, then psychological studies with more than one individual per 
culture would be suspect!

Until recently, whether or not you worried about Galton’s Problem made a big dif-
ference about how you would do a study. Naroll’s tests for the possibility of diffusion 
were quite time consuming to carry out; probably for this reason, most cross-cultur-
alists altered their sampling strategy to eliminate multiple cases from the same culture 
area. For example, the Standard Cross-Cultural Sample (Murdock and White 1969) 
and the HRAF Probability Sample both contain only one culture per identified culture 
area. Unfortunately, this solution is not ideal because sampling from geographical 
clusters does not give all societies an equal chance to be chosen (a principle of statistical 
independence). Another sampling strategy is to take a relatively small random sample 
from a large list, such as the Ethnographic Atlas (Murdock 1962ff.) or the summary 
Ethnographic Atlas (Murdock 1967). By chance, there are likely to be only a few closely 
related cases; if there are, some can be eliminated randomly (C. R. Ember and M. Em-
ber 2009, 109; M. Ember and Otterbein 1991).

Recently, however, mathematical anthropologists have developed statistical solu-
tions and computer programs that treat the proximity of societies (in distance or 
language) as a variable whose influence can be tested in a multiple regression analysis. 
(This is called “testing for spatial autocorrelation.” For newer treatments based on net-
work autocorrelation, see Dow 2007, 2008; Eff 2008; Eff and Dow 2009).

Whether or not a researcher agrees that Galton’s Problem is a problem, the recent 
mathematical and computer solutions do not require a special sampling strategy, nor 
do they require expensive time-consuming controls. If you worry about Galton’s Prob-
lem, all you have to do is test statistically for the possibility that proximity or common 
ancestry accounts for a result (Burton et al. 1996; Dow et al. 1984). Even without a 
statistical control for autocorrelation, cross-culturalists who randomly sample from a 
larger sampling frame can redo their analyses by randomly omitting more than a single 
case from the same culture area. If the results do not change substantially after multiple 
cases from an area are omitted, the original result cannot be due to duplication of cases. 
Indeed, duplication may weaken results because a set of historically related cases may 
be exceptional to a cross-cultural generalization rather than consistent with it. (For 
some evidence on this possibility, see M. Ember 1971.)

MAXIMIZING THE INFORMATION VALUE OF STATISTICAL ANALYSIS
Most cross-cultural studies aim to test hypotheses, so some kind of inferential statistic 
is usually used to make a decision about whether the tested hypothesis should be ac-
cepted or rejected. This is where statistical researchers resort to the concept of level of 
significance. Cross-culturalists generally conform to the social science convention of 
accepting a hypothesis (at least provisionally) if there were five or fewer chances out of 
a hundred (p < .05) of getting the result just by chance. That is, if 100 different random 
samples were examined, only 5 or fewer would show the same result or one stronger.

Early cross-cultural studies usually relied on contingency tables and chi-square as 
a test of significance for the relationship between two variables (bivariate analyses), 
but with the advent of statistical software packages for personal computers, increas-
ing numbers of cross-culturalists realized that they could achieve more powerful and 
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more informative statistical results in testing hypotheses if they measure ordinally (or 
intervally) rather than nominally. In addition, multivariate analyses, such as logistic 
regression (for nominal dependent variables) and multiple regression (for interval and 
sometimes ordinal dependent variables), can be used to evaluate the independent ef-
fects of two or more variables.5

Nominal measurement is putting a case into an appropriate set without implying that 
one set is higher or lower than another on some scale (e.g., female vs. male; extended 
family households vs. independent family households). Often, nominal variables can 
be appropriately transformed to ordinal variables. Rather than classify societies as just 
having independent family households versus extended family households, our discus-
sion earlier showed how to measure the degree to which a society has extended family 
households in terms of a four-point ordinal scale. In ordinal-scale measurement, a 
higher (or lower) number implies more (or less) of the variable measured.

Cross-cultural researchers can rarely measure variables in terms of interval or ratio 
scales, where the distance between two adjacent numbers is equal to the distance be-
tween any other two adjacent numbers (the ratio-scale has a meaningful zero-point). 
But there are plenty of possible interval or ratio scales: number of people in the com-
munity, population density, average rainfall, average mean temperature (the Fahr-
enheit or Celsius scale is an interval scale because zero does not mean the absence of 
temperature), altitude, and others. Labovitz (1967, 1970) has suggested that statistical 
tests originally designed for interval-level data may be used with ordinal data when the 
number of ordered scale scores is not very small. For example, C. R. Ember and M. Em-
ber (1992a, 1994) used multiple regression analysis when the dependent variables had 
five or more ordinal scale scores. Indeed, cross-cultural researchers are now more likely 
to use multivariate techniques to discover the relative effects of two or more predictors. 
These techniques are especially important for evaluating alternative theories that seem 
to be equally supported by the bivariate results.

Most cross-culturalists don’t use mathematical formulas to decide on sample size in 
advance of their research. This is a pity, for a researcher often spends a good deal of ef-
fort trying to code a large number of cases in the belief that a large sample size is neces-
sary. Generally, you don’t need a large sample to obtain a significant result. A small one 
can give you a trustworthy or significant result if it is strong. A large sample is necessary 
if you want to detect a weak association or effect. Indeed, with a large enough sample, 
you will often find trivial effects that may hinder interpretation of results. Nominal-
level tests (like chi-square) require the largest sample sizes; ordinal and interval-level 
tests generally require smaller sample sizes.

Kraemer and Tiemann (1987) have provided a master table to calculate approximately 
what sample size you will need, if you can specify how big an effect or correlation you 
are looking for, and how much possibility of error you can tolerate. (They also provide 
specific formulas for particular measures and tests of significance.) Suppose a researcher 
is looking for a correlation of .50 or better and wants to be 90% confident that he or she 
has found a true result, and one that has only a .05 chance of being false. The approximate 
number of cases required would be 30. If the researcher insists on a p value of .01, 45 cases 
would be required. To detect a weak correlation of only .24, a p value of .05 requires 144 
cases; a p value of .01 requires 219 cases (Kraemer and Thiemann 1987).
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Statistical techniques (factor analysis, multidimensional scaling, correspondence 
analysis) can evaluate whether there are one or more dimensions in a set of related mea-
sures. These techniques are especially useful for constructing complex scales from mul-
tiple indicators (e.g., indicators of social complexity, status of women) and for exploring 
patterns in the data. Most of these techniques are not used for hypothesis testing.

While cross-culturalists aim to reject causal theories when the hypotheses derived 
from them are not supported by correlational tests, they generally cannot differentiate 
between causes and effects even when hypotheses are supported. However, much more 
can be done than usually is. First, partial correlation and path analysis are designed to 
help evaluate alternative causal models. Only a few cross-cultural studies have used such 
techniques (C. R. Ember and M. Ember 1992a, 1994; Kitahara 1981). Second, more 
cultures than you might think have been studied for more than one time period.6 Cross- 
culturalists can use this diachronic information to study whether changes occur in time as 
predicted by our causal theories, but there’s been little research of this kind as yet. (More 
will probably be done as the HRAF Collection of Ethnography increasingly includes 
information on more than one time period in the history of a case.) In the future, cross-
archaeological studies will also be used to test theories diachronically (M. Ember and C. 
R. Ember 1995) as eHRAF Archaeology grows and contains more tradition sequences.

Causal theories can also be tested using “phylogenetic” methods (Borgerhoff Mul-
der et al. 2001; Mace and Holden 2005). Phylogenetically based comparative methods 
employ an existing phylogeny that describes a hypothetical relationship between cul-
tures based on some known variable, most commonly language. The known variable 
is used to create a phylogenetic tree upon which specific cultural traits are mapped. 
The tree of mapped traits is then examined or compared to other mapped traits to de-
termine whether or not a specific hypothesis is supported. Because the trees are based 
on known relationships, they can be used to infer the evolution of various traits found 
among a group of cultures; that is, cultures grouped in a phylogeny based on language 
that also share a particular cultural trait might be hypothesized to have inherited that 
trait from the common ancestral culture that spoke the ancestral language (e.g., see 
the papers in Mace et al. 2005). Since the phylogenetic tree also hypothesizes ancestral 
states, phylogenetic methods can also be used as a method of reconstructing ancient 
cultural systems (e.g., Currie et al. 2010; Jordan 2011).

Phylogenetically based comparative methods are not without controversy (Moore 
1994), and their use to date has been limited both in geographic scope and scholarly 
impact. However, they have the potential to allow cross-culturalists to explore com-
plex evolutionary and causal relationships. They also are unique among cross-cultural 
methods in avoiding Galton’s Problem altogether, as defining the relationships be-
tween cases (i.e., the extent to which they are independent) is a foundation of the 
method (Borgerhoff Mulder et al. 2001). Because of these strengths, we anticipate phy-
logenetically based comparative methods will be more widely used in the coming years.

CONCLUSION
Cross-cultural researchers do not deny the uniqueness of particular cultures, but they 
look at cultures in a different way—focusing on qualities or quantities that vary along 
some specified dimension. These variables do not capture everything about cultural 
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attitudes, beliefs, values, or behaviors, but they do exhibit some distinguishable simi-
larities and differences. A large part of the art of cross-cultural research is learning how 
to focus on dimensions of variation; so is learning how to frame a meaningful and 
answerable question. Questions range from the descriptive, dealing with the preva-
lence or frequency of a trait, to questions about causes, consequences, or relationships 
without specified causal direction.

In addition to believing that comparison is possible, cross-culturalists generally as-
sume that all generalizations require testing on some unbiased sample of cases. There 
are many types of cross-cultural comparison, from regional to worldwide, small or 
large, using primary or secondary data, synchronic or diachronic. They all have advan-
tages and disadvantages. Large samples aren’t necessarily better than small ones—what 
is most important is that the studied cases should fairly represent the universe of cases 
to which the results are generalizable; some kind of random sampling is the best way 
to ensure representativeness. Because theoretical variables are never measured directly, 
we have devoted a lot of space to various issues of measurement, including how to min-
imize error in designing measures and how to minimize the effects of ethnographer 
and coder error in cross-cultural tests using ethnographic data. We advocate the design 
of the most direct measures possible, those that require the least coder inference, and 
data quality scores for each variable for each culture.

Cross-cultural researchers don’t unanimously agree about everything they do. They 
disagree about the seriousness of Galton’s Problem, and how to deal with it, for in-
stance. And they disagree often about causal interpretations. But with all their disagree-
ment, they agree that it is necessary to do cross-cultural research (preferably a variety 
of cross-cultural studies—worldwide, regional, primary, secondary, synchronic, dia-
chronic) to arrive at trustworthy and comprehensive explanations of human behavior, 
explanations that are probably true because they apply to the vast majority of cultures. 
We need to test our explanations in other ways too—within cultures, ethnohistori-
cally, cross-historically, experimentally, by computer simulations. But cross-cultural 
research (of the usual synchronic variety) is a necessary part of the social scientific 
enterprise because only a cross-cultural test gives us a relatively low-cost opportunity 
to discover that a theory or explanation does not fit the real world of cultural variation 
and therefore should be rejected, at least for now.

NOTES
1. Although it might be argued that the Standard Cross-Cultural Sample does not adequately 

cover contemporary national cultures, it does contain some cultures that constitute the core 
of countries today—Japanese, Koreans, Russians, Egyptians, Vietnamese, Chinese, and Hai-
tians. Considering that the number of well-described cultures probably exceeds 2,000, we 
would not expect that many to be national cultures.

2. Swanson (1980) reported that about one-third of the probability sample files cases were well 
described for more than one time period; since then, more recent time frames have been added. 
Researchers can use C. R. Ember et al.’s (1992) cross-cultural concordance that matches time 
and place foci across samples to find cultures described for more than one time period.

3. However, Bondarenko et al. (2005) added cultures of Russia.
4. This was the case in the results reported in C. R. Ember and M. Ember 1992a. Although 

the initial results that included all resolved ratings were not shown, they were considerably 
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weaker with all resolved ratings. The reported results were based on omitting the less reliably 
rated variables.

5. Autocorrelation methods referred to Galton’s Problem is a form of multiple regression.
6. See note 2.
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